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This short paper summarizes our recent work on saliency
computation [1] and its application for object proposal de-
tection [4, 2].

Saliency Computation with VOCUS2: We introduced
in [1] the new saliency system VOCUS21, which follows
the traditional, biologically-inspired saliency architecture
iNVT that was introduced 17 years ago by Itti and col-
leagues [3]. We have shown that this seminal concept, that
follows findings from human perception, is still capable to
obtain state-of-the-art performance on current benchmarks
for salient object segmentation, if adapted appropriately.

Especially important is the scale space structure: we in-
troduce a new twin pyramid that enables a flexible center-
surround ratio to compute feature contrasts. Instead of com-
puting Difference-of-Gaussians by subtracting layers of the
same pyramid, we compute a center and a surround pyramid
separately and compute Difference-of-Gaussian contrasts
based on these maps. Fig. 1 shows example saliency maps,
and Fig. 2 shows the overview over the system, details in
[1]. Additionally, Fig. 3 shows how each of our changes
with respect to the iNVT improve the performance on the
MSRA-1000 dataset. In [1], we show additional results
on the MSRA-10k, ECSSD, SED1, SED2, and PASCAL-
S dataset and show that our fast and elegant method is
competitive with state-of-the-art methods. Since the system
does not rely on center or background priors (although they
can be integrated if desired), it is especially well suited to be
applied to complex scenes as obtained from mobile devices
such as Google Glass or autonomous robots (cf. Fig. 1, bot-
tom). In the following section, we will present an example
for such applications.

Object Proposal Generation: The saliency system pro-
duces pixel-precise saliency maps, which can serve as start-
ing point for object proposal detection. The idea is that
each peak in the saliency map is likely to correspond to an

1Code: http://www.iai.uni-bonn.de/∼frintrop/vocus2.html

Figure 1. Examples saliency maps. Left: image, middle: VOCUS2
saliency maps, VOCUS2 proposal saliency maps. Fig. from [1].
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Figure 2. General structure of our saliency system VOCUS2.
Fig. from [1].

object. Therefore, we extract salient blobs by seeded re-
gion growing that starts at the maxima of the saliency map.
To obtain precise object boundaries, we compute superpix-
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Figure 3. Stepwise improvements of Itti’s iNVT saliency system
[3], until finally obtaining our VOCUS2 system. Evaluation on
MSRA-1000 dataset, AUC values in parentheses. Details in [1].

els with a standard segmentation method (we experimented
with MeanShift in [1] and with the segmentation of Felzen-
szwalb & Huttenlocher in [4, 2]) and combine them with the
saliency map to obtain object proposals. For each salient
blob, all segments are assembled that overlap with the blob
to a certain amount.

In [4] we show how this method can be extended to
RGB-D data to exploit the fact that color and depth are com-
plementary data channels. Surface clustering on normals
enables a segmentation in the depth data. Several shape
measures, such as convexity, are used to determine the qual-
ity of the proposals and to obtain a better ranking. This is
especially important for real-time systems that aim to pri-
oritize processing and focus on a subset of proposals. We
evaluated our method with several other approaches on the
well-known Washington RGB-D object dataset2, an exam-
ple result is shown in Fig. 4.

Figure 4. Object candidates on the Washington dataset, generated
from color and depth data. Details in [4].

In [2], we have extended the proposal generation method
to video sequences, to obtain sequence-level object candi-
dates by tracking proposals over time. This improves the re-
call, since tracking helps to sort out bad quality candidates.
But more important is an aspect that becomes relevant when
using the proposal detection as pre-processing for object
recognition. In such a case, ideally only one object view per

2http://rgbd-dataset.cs.washington.edu/

sequence should be sent as request to a classifier, instead of
one request per frame for each object candidate. This is en-
abled by the sequence-level proposals and the generation of
representative views for each tracklet. This strongly reduces
the amount of required classifier requests while improving
on recall as well as precision. Fig. 5 shows an example re-
sult on the Kitchen Object Discovery (KOD) dataset3.

Figure 5. Correct sequence-level object candidates on the Kitchen
Object Discovery dataset. Details in [2].

Combining Saliency and Proposal Generation to
Segment-based Saliency Maps: Interestingly, the two
described approaches of saliency computation and saliency-
based proposal generation can be combined to obtain
segment-based saliency maps in a simple and fast manner.
In [1], we rank the object proposals by average saliency,
perform non-maxima suppression, and overlay the ranked
proposals by taking for each pixel the maximum of all pro-
posals covering this pixel. This gives us segment-based
saliency maps that perform very well on salient object seg-
mentation benchmarks (see [1]). Two examples of such pro-
posal saliency maps are shown in Fig. 1, right.
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