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Abstract The systematicity of vision is a topic that

has been discussed thoroughly in the cognitive science

literature; however, few accounts of it exist in relation

to computer vision (CV) algorithms. Here, we argue

that the implications of the systematicity of vision, in

terms of what behaviour is expected from CV algo-

rithms, is important for the development of such al-

gorithms. In particular, the fact that systematicity is

a strong argument for compositionality should be rel-

evant when designing computer vision algorithms and

the representations they work with. In this paper, we

discuss compositionality and systematicity in CV ap-

plications and present a CV system that is based on

compositional representations.

Keywords Systematicity · Compositionality · Com-

puter Vision

1 Systematicity and Compositionality

In their seminal paper [8], Fodor and Pylyshyn address

the question of systematicity of cognition. Systematic-

ity is the property by which related thoughts or sen-

tences are understood. Anyone able to understand the

sentence ”John loves the girl” should be able to under-

stand the related sentence ”The girl loves John”. This

can be explained because both sentences are syntacti-

cally related. It is because there is a structure on the

sentences that language, and thought, exhibit system-

atic behaviour. The compositionality principle states
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that the meaning, or the content, of a sentence is de-

rived from the semantic contribution of its constituents

and the relations between them [11]. It is because John,

the girl, and loves make the same semantic contribution

to the sentence ”John loves the girl”, and to ”The girl

loves John”, that we are able to systematically under-

stand both of them. In the case of language, system-

aticity is achieved by a compositional structure of con-

stituents. In general, systematicity is a strong argument

for compositionality [11]: we are able to understand an

immense number of sentences which we have never seen

before.

This can be extended to vision: we are able to make

sense of scenes we have never seen before because they

are composed of items we know. The systematicity of

vision is defended by several authors. Already in [8],

Fodor and Pylyshyn foresee that systematicity is prob-

ably a general property of cognition that is not lim-

ited to verbal capabilities. In the cognitive science lit-

erature, there are several arguments that support that

vision is systematic [2,12]: ”if a subject is capable of

visually representing a red ball then he must be capable

of representing: i) the very same red ball from a large

number of different viewpoints (and retinal inputs); ii)

a number of similar red balls [...]; and iii) red objects

and ball-shaped objects in general.” [2].

In this paper, we are concerned with the sort of

systematic behaviour that should be expected when a

scene is observed from different points of view: a sys-

tematic CV algorithm should be able to determine the

visual elements that compose the images and find the

correspondences between them over time. Some authors

claim that systematicity in vision can be achieved with-

out having compositionality [7,6]. However, the models

they provide have not shown to be applicable in real

world CV problems. We argue that from a computer
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scientist point of view, recurring to compositionality is

beneficial when designing CV algorithms.

2 Compositionality in Computer Vision

Algorithms

The systematicity problem is rarely addressed in com-

putational models of vision. In [6], the authors acknowl-

edge that structural descriptions are the preferred the-

ory about human vision that allows for viewpoint ab-

straction and novel shape recognition. In the struc-

tural approaches to vision, the visual information is

explained in terms of atomic elements and the spatial

relations that hold between them [5]. One example is

the Recognition-by-Components theory of Biedermann

[3]. In this theory, object primitives are represented by

simple geometric 3D components called geons. However,

extracting such primitive elements from images is by no

means a trivial task in CV. Approaches that attempt

to extract such primitives to explain the visual phe-

nomena are hard to realise in practice, and according

to Andreopoulos & Tsotsos there is no method that

works reliably with natural images [1]. Here, we sug-

gest to generate such primitive elements by grouping

mechanisms realised by segmentation methods which

are well investigated in CV. In the following section, we

propose a computer vision system that bases on such

perceptually coherent segments to represent scenes in a

compositional way.

3 A Compositional Approach for Visual Scene

Matching

Here, we present a compositional vision system that

is able to represent a scene in terms of perceptually

coherent components and the relations between them

with help of a graph representation. A graph match-

ing algorithm enables to match components between

different viewpoints of a scene and, thus, enables a

scene representation that is temporally consistent. In

contrast to geons, our segments are easily extracted

with standard segmentation algorithms; we use the well

known Mean Shift segmentation algorithm [4]. Mean

Shift produces a segmentation based on the proxim-

ity of pixels in spatial and colour spaces. We construct

a graph where the nodes represent segments, and the

edges the neighbourhood of segments. We use labelled

edges, where the labels correspond to the relations be-

tween segments. These are of two types, part of and

attached to, and can be obtained automatically from

the image by simple procedures. To compute whether

two segments that share a common border (attached

to relation) it is enough to perform two morphological

operations: first to dilate, and then intersect both seg-

ments. The remaining pixels will constitute the shared

contour and will indicate that this relation is present.

To find whether segment A is part of segment B is

enough to check whether the outer contour of segment

B is the same as the outer contour of the union of A

and B.

Once the graphs are built, we can apply a graph

matching algorithm to establish correspondences be-

tween nodes, and thus, between segments. Suppose we

have two graphs G1 = (V1, E1, X1) and G2 = (V2, E2, X2),

defined by a set of nodes V , edges E, and attributes

measured on the nodes X. We want to find a labelling

function f that assigns nodes from G1 to nodes in G2:

f : G1 → G2. We base our approach for matching

on [13]. The authors propose a relaxation algorithm

for graph matching that locally updates the label of

each node based on an energy functional F defined on

the labelling function f . By defining F(f) as the maxi-

mum a posteriori probability of the labelling given the

measurements F(f) = P (f |X1, X2), and by applying

Bayes’ rule, we get:

P (f |X1, X2) =
p(X1, X2|f)P (f)

p(X1, X2)
. (1)

Hereby, p(X1, X2|f) is the appearance term that de-

notes the probability that the nodes of a given match f

have certain attributes X1 and X2: we used colour av-

erage and dimensions of the minimum fitting rectangle

as attributes. P (f) is the structural term and is high

if a matching preserves the structure of the graph; for

this term to have a high value, if node A is mapped to

A′, then the neighbours of A should be mapped to the

neighbours of A′. The algorithm works by iteratively

assigning to each node u in G1, the node v in G2 that

maximises Equation 1:

f(u) = argmax
v∈V2

p(xu, xv|u, v)P (f). (2)

We extended the original algorithm so that it is able

to deal with directed graphs as well as with labelled

edges. The labels represent the two different relations:

part of and attached to. The directions of the edges

denote the order in which the segments appear in the

relation predicates, e.g., in the part of relation, the edge

points towards the node that contains the other, and in

the attached to the edge points towards the node that

is either under or on the right side of the other. The

details of the algorithm are out the scope of this paper

and can be found in [9].



Systematicity and Compositionality in Computer Vision 3

Fig. 1 First row: original non-consecutive images. Rows 2 & 3: results of the matching between the corresponding pair of
frames. Matches are displayed with the same colours. Segments for which no match was found are shown in black.

We evaluated the algorithm on a real-world video se-

quence recorded at our office by matching pairs of con-

secutive and non-consecutive frames. In the first case,

84% of the segments were correctly matched, and in

the second case, 57%. Some non-consecutive frames are

shown in Figure 1: the matched segments are displayed

with the same colour, and those that were missed are

displayed in black. It can be seen that some missing

matches originate from having non-repeatable segmen-

tations over frames, i.e., the boundaries of the segments

are not always consistent when the viewpoint changes

(see, for example, the segmentation of the sponge in

frames d) and e) in Figure 1). This is a known problem

of image segmentation algorithms [10] that has two ef-

fects: a segment in frame 1 is segmented as two in frame

2, or the other way round. As a consequence, the graphs

that are built on top of these segmentations are struc-

turally different.

In future work, we will extend the matching algo-

rithm so that merging of segments is performed. In the

presented system, we show in an exemplar way how

the concept of compositionality can be integrated into

CV algorithms and, by making use of well-approved

segmentation and graph-matching methods, a simple

visual representation can be achieved that is coherent

over time.
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