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Abstract. In this paper, we propose GazeTransformer, a transformer
architecture for forecasting egocentric gaze points in virtual environ-
ments (VEs) presented on immersive head-mounted displays (HMDs).
In contrast to previous architectures, we do not rely on information that
depends on the application state, but rather focus on data modalities
provided by the eye-tracker or sent to the HMD. GazeTransformer al-
lows to forecast multiple types of eye-movements, including saccades and
fixations, by creating two unfiltered datasets, using the raw gaze from
the eye-tracker for forecasting. Moreover, we analyze six different image
encoding backends in their quality to forecast gaze positions. To eval-
uate the performance of our model, we compared all architectures on
the generated datasets. The results show that our architecture with all
chosen backends outperforms the current state-of-the-art approaches in
forecasting egocentric gaze points in VEs.
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1 Introduction

With the recent increase in interest in virtual reality (VR), in particular, driven
by hype around the metaverse [9, 23, 53], as training tool for medical experts and
manufacturing jobs [22, 49], or as a platform for social interactions and meetings
[58, 61], gaze and eye movements of users has shown to be an integral part for
several VR technologies and applications [15, 21, 39, 42, 52, 57]. For example,
it is still challenging to provide highly realistic and immersive dynamic virtual
environments (VE) on mobile VR platforms [35, 68] due to limited GPU perfor-
mance and battery capacity [68]. Utilizing gaze data from an eye-tracker can be a
potential solution for this problem, as the eye has only a small area, the fovea, in
which humans perceive a sharp image [26]. With foveated rendering [18, 51, 57]
a high-resolution image is only rendered in the foveal region, whereas the rest of
the image is rendered with lower resolution and quality, resulting in reduced re-
quirements on GPU and battery performance. Besides foveated rendering, there



2 T. Rolff et al.

are several other proposed methods that try to solve reoccurring challenges of
VR using information provided through gaze data, such as, redirected walking
by performing changes to the VE during saccades or eye blinks [42, 67], gaze-
contingent rendering [39, 52], gaze behavior analysis [64], or content compression
[64]. Many of these solutions rely on knowledge about the human gaze to alter
the VE without user detecting such manipulations. For instance, the duration of
saccadic movements range from 30 to 80 ms [26] where the visual input is usually
suppressed for >100ms [11], such that the user will not notice slight changes to
the VE. However, it may take up to 50ms to detect saccades [66], the possibility
to predict them would greatly improve applicability of suppression techniques.
Hence, knowledge about the user’s eye gaze has enormous advantages, as it can
be utilized for the aforementioned algorithms.

A commonly utilized method to capture the gaze for the previously listed
methods is by utilizing a video-based eye-tracker built in into the head-mounted
displays (HMD). These eye-trackers, however, can only report historic gaze data,
as the output of them often has a latency of several milliseconds due to the
required preprocessing [1, 66]. This latency is often due to the eye-tracker itself
or due to applied algorithms when estimating the gaze. While there are recent
attempts to reduce latency through the proposal of hardware-based solutions
[2, 43], the latency of eye-trackers in widespread commercially available HMD’s
often hinders the direct usage of gaze data for VR applications, especially for fast
eye-movements such as saccades or blinks. Therefore, directly utilizing the gaze
data in downstream tasks might miss such eye movements or requiring unnatural
actions, such as intentional blinking [42] or long saccades [1, 67].

As a software-based solution, Hu et al. [27, 29] proposed a neural network for
forecasting the gaze of individual users. They define gaze prediction as a multi-
modal time series prediction problem, utilizing past gaze, head velocities, object
positions, and saliency, to predict gaze positions. While [29] focuses more on the
prediction of current gaze positions under the assumption that no information
on past gaze data is available, they additionally perform ablation studies, show-
ing that their method can forecast gaze positions when given information about
the user past gaze. In [27], they extend this work by predicting future fixation
points using a pre-filtered dataset, but do not evaluate on other common eye-
movements, such as saccades or smooth pursuits.

We build upon this idea by proposing a different architecture for gaze pre-
diction. In our case, we do not only focus on gaze fixations, but rather include
further important types of eye-movements: saccades, fixations and smooth pur-
suits [26]. For the prediction, we propose the utilization of transformer networks
that have shown recent success in multiple tasks, such as natural language pro-
cessing [4, 12, 13, 70] or image classification [7, 14, 38]. As Hu et al. [27, 29]
only analyzed saliency as an additional data modality, we will evaluate six dif-
ferent image modalities through pretrained networks, including saliency, RGB
and grayscale images, or the output of ResNet.
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To summarize, our work addresses the following contributions:

– We propose GazeTransformer, a state-of-the-art transformer architecture for
egocentric gaze forecasting in VR handling different eye-movements, like
fixations or saccades from raw gaze data.

– We analyze six different image processing techniques and backends, such as
saliency, grayscale and RGB images, DINO [7] or ResNet [24] on their ability
to predict the task at hand. We optimize GazeTransformer for each backend
independently to find a set of good hyperparameters.

The paper is structured such that we will first explain related work in the up-
coming section. Afterwards, Sec. 3 will describe our method in detail, containing
explanations on input representation and architecture. Next, we will go over our
results along with the utilized datasets and metric in Sec. 4. At last, we will
discuss those results in Sec. 5 along with limitations and future work.

2 Related Work

In this section, we will provide an overview about previous work on visual at-
tention and visual saliency, as well as gaze prediction and gaze forecasting.

2.1 Visual Attention & Visual Saliency

Human gaze is generally considered to be controlled by mechanisms of visual
attention, which drive the human visual system to focus on regions of general
interest [56]. This attention can computationally be modelled through saliency
methods, which are generally divided into two categories of bottom-up and top-
down attention.

Bottom-up refers to the visual attention based on low-level image features,
such as color, shape or contrast [10]. In fact, earlier computation saliency models
compute several feature maps from low-level features and fuse them together for
the final saliency prediction [19, 32]. Some of these models are based on work
by Treisman and Gelade [69], who theorized that visual features are registered
in parallel early in the vision process, whereas objects are formed in later stages
from the collected features. More recent approaches rely on modeling fixations
through the help of deep-learning [3] by capturing the datasets either through
the use of eye-trackers [5, 72] or by recording mouse input [34]. A recent trend
for these deep-learning-based saliency predictors is the utilization of transfer
learning [33, 46] that employing pretrained backend networks, mostly trained
for image classification, such as ResNet [24], NASNet [74] or VGG [63].

Top-down is, in contrast to bottom-up, driven through high-level features,
such as task-specific information [10]. Here, multiple works have shown that
gaze is heavily influenced by task or context information that drives the atten-
tion. This also includes prior knowledge or instructions, with a study by Yarbus
[73] showing considerably different eye-movements depending on the information
about the same scene supplied beforehand.
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2.2 Gaze Prediction & Gaze forecasting

Gaze prediction describes the process of predicting the next gaze positions, based
on a set of data points. These data points can either be task information [27],
mouse input [41], hand positions [44], or close up images of the eye [50]. This
problem closely relates to visual saliency. However, although gaze and saliency
prediction are similar problems, they both differ in that gaze prediction describes
the process of predicting the gaze point of individuals given a set of input fea-
tures, whereas saliency maps tries to model the general distribution of fixation
points. Gaze prediction has been researched for sometime on a variety of dif-
ferent applications, such as in the use of action recognition [44], in 360◦ videos
[54, 71], or in video games [41]. However, the research on gaze prediction in
VR is fairly recent, with prior work focusing on multiple aspects, like dataset
collection, architecture proposal, and data analysis [29, 30].

Gaze forecasting can be interpreted as an extension of gaze prediction. While
gaze forecasting still outputs a gaze point like gaze prediction, the gaze points
should be predicted several milliseconds into the future. This forecasting allows
mitigating often found challenges with eye-trackers in commercial HMD’s that
often only support low frequency update rates [66]. This lead to other research
studies relying on low latency gaze data in VR to mitigate those challenges by
intentional blinking [42] or relying on long saccade durations [1, 67]. Another
recently proposed approach to mitigate latency was proposed by Rolff et al. [59].
They estimate when future gaze shifts will occur by performing time-to-event
analysis on each captured sample, rather than predicting the gaze points directly.
However, this approach does not report gaze points that can potentially be used
in other downstream tasks.

3 GazeTransformer

In this section, we will give an overview of our GazeTransformer. We start with
an overview of the input representation (Sec. 3.1) and present afterwards the
proposed architecture for the gaze forecasting transformer (Sec. 3.2).

3.1 Input Representation

As gaze datasets often provide different data modalities, such as gaze positions,
head orientations, IMU data, videos, depth, EEG, or task data [17, 20, 25, 27, 29,
36, 40, 45], our model should be able to handle those different data modalities.
Therefore, it is required to represent the input, such that the model can interpret
it. Fortunately, most of the listed data modalities can either be represented as
images or as a temporal sequence, containing an individual feature vector for each
time step. Since the aforementioned datasets provide different representations,
we choose to represent each sample point as a concatenation of different data
modalities, with each modality having a fixed length. As most modalities like
gaze or IMU data are already captured as a sequence, we can directly utilize those
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(a) Saliency map, generated through the
saliency backend described in Sec. 3.1.

(b) Attention scores generated through
the DINO backend described in Sec. 3.1.

Fig. 1: Visualization of the different backends described in Sec. 3.1 overlaid on
the original image. These are used as input for the transformer model explained
in Sec. 3.2. Note that we only use the center cropped part for saliency and
attention score prediction.

for our model. Here, we focus on four different modalities: the horizontal and
vertical gaze, the head velocity, and depending on the dataset, the current task
and the last rendered frames. For image data, we employ an additional feature
extraction network that processes a sequence of frames to extract 1-dimensional
vectors first. We explicitly choose these data modalities as they are provided
from or, in case of frames, to the HMD without requiring information about the
internal application state, like object positions [29], The only exception is task
information, but recent work [28] has shown that it is possible to infer the task
information from the eye-in-head, gaze-in-world and head data without requiring
the application state. In general, we provide the network with the last 400ms of
input samples to forecast the sample 150ms ahead. As a result, we can describe
our input I as follows:

I =


dt−39

dt−38

...
dt,

 , with dt−i =
(
gazet−i,headt−i, taskt−i, framet−i

)
, (1)

where i ∈ [0, . . . , 39], and t denotes the index of the last captured sample. To
extract 1-dimensional feature representations from the input frames, we will an-
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alyze the following image-to-sequence backends:

Grayscale: As a baseline image method, we flatten a grayscale image of the
input into a 1-dimensional vector. This restricts the input to images of the same
size, as otherwise spatial information between image pixels are lost. Furthermore,
if the chosen image size is too large, we hypothesize that the network might
not pick up information on the other modalities. Thus, we transform the input
frames to 32 × 32 grayscale images, resulting in 1024 features for each sample.
Here, we concatenate the full 1-dimensional flattened vector onto each step in
the sequence, as formulated in Eq. 1, differing from previous approaches, like [8],
as they use the individual pixel values of the image as the input sequence.

Patch: To preserve the color information of the image, we transform the
image into a singular 64×64 patch, similar to Dosovitskiy et al. [14]. In [14], they
generate input vectors for their transformer architecture by dividing the original
image into multiple patches. Afterwards, each patch is flattened and processed as
part of multiple patches. However, due to the chosen representation of the input,
as formulated in Eq. 1, this is not feasible. Instead, we resize the input image
down to a singular 64× 64 pixel image patch, conserving the color information,
resulting in a 12288-dimensional feature representation of the input.

Saliency: Since saliency is used by multiple gaze prediction and forecasting
methods [27, 29–31, 71], we also analyze the use of saliency as input modality.
To generate the saliency map of each frame, we employ the approach proposed
by Jia and Bruce [33], acquiring the information on the fixation distribution of
the input image. Other work by Einhäuser and Nuthmann [16] has shown that
the usage of saliency data is beneficial as they correlate with fixation durations.
This correlation might potentially be valuable in case of an upcoming saccade,
as it might contain information on the duration about the currently performed
fixation. However, as we only provide saliency, the latter network layers might
have no awareness of the original content of the image, therefore, losing informa-
tion on color, intensity, or shape. As shown in Fig. 1a, we follow the approach of
Hu et al. [27, 29] and generate the saliency maps from the center-cropped region
of each frame and resizing the output to 24× 24 pixels.

ResNet: A different approach for the generation of sequence data from im-
ages was explored by Carion et al. [6]. They evaluated multiple ResNet [24]
architectures by prepending the ResNet module in front of a transformer for
feature extraction. In our work, we extend their idea by utilizing a ResNet50
architecture that was pretrained on ImageNet [60]. First, we extract the image
features for each input image and pass the extracted features into the transformer
architecture. However, to avoid output that fully resembles the class distribu-
tion of in the input image, we discard the final classification layer, resulting in
a feature vector of 2048.

DINO: As the last evaluated backend, we utilize a vision transformer that is
trained through DINO [7], a recently proposed self-supervised training approach.
They interpret self-supervised learning as a form of self-distilation. They train a
student and a teacher model, where the teacher model is provided with the full
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Fig. 2: Overview of our GazeTransformer architecture. A backend network ex-
tracts a 1D feature vector from the input frames and concatenates it with other
data. Positional encoding is concatenated, and the data is fed into multiple (N)
transformer encoder layers. A head module, consisting of multiple feedforward
layers, reduces the dimensionality of the features and performs the final predic-
tion of gaze points (see Sec. 3 for details).

image and the student model with a randomly augmented and cropped region of
the same image. To perform gradient back propagation, they compute the loss
as the negative log likelihood between the student and the centered output of
the teacher model and propagate the error back through the student network.
Then the exponential moving average of the students gradients is used to update
the weights of the teacher network. They have shown that the attention weights
of the transformer architecture closely correlates with semantic segmentation.
Hence, we use the inner attention state, depicted in Fig. 1b, of a pretrained
model as the input to our transformer, resulting in feature vectors of size 376.

3.2 Transformer Model

We base our architecture on the popular transformer architecture proposed
by Vaswani et al. [70]. For clarity, we divide our proposed architecture into
three modules, see Fig. 2 for an overview. The first module is the input encoder
module that constructs the input representation for later modules (cf. Sec. 3.1).
Next, the transformer encoder module utilizes the transformer architecture of
[70] by stacking multiple transformer layers. At last, the head module is used for
dimensionality reduction and the final gaze forecasting.
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Table 1: Configurations used to report final results. Heads and layers refer to
the number of heads and layers in the transformer layers. Compress refers to
the number of units in the linear layer that are employed for the compression of
backend features. Reduce refers to the number of units in the reduction layer of
the head module. The name of the model refers to the used backend.

DGaze [29] dataset

Backend Grayscale Patch Saliency ResNet DINO No Backend

Heads – Layers 4 – 1 4 – 1 2 – 1 4 – 1 6 – 1 6 – 4
Compress – Reduce 16 – 128 16 – 64 16 – 128 16 – 128 16 – 128 / – 64

FixationNet [27] dataset

Backend Grayscale Patch Saliency ResNet DINO No Backend

Heads – Layers 8 – 1 1 – 1 6 – 1 4 – 1 6 – 1 4 – 4
Compress – Reduce 256 – 256 32 – 256 32 – 256 128 – 256 32 – 128 / – 256

Before providing the data to the transformer model, we first process frames
through one of the backend networks listed in Sec. 3.1. These features are further
compressed using a feedforward layer followed by a ReLU [55] and a dropout
layer [65]. These result in 1-dimensional feature representations of the processed
images that we concatenate with the other data samples. Here, we provide the
network with the last 400ms of previous gaze positions, head velocities and task-
related object information, following the previous approach of [27]. This leads to
an input of 40 1-dimensional feature vectors. After the construction of the input
data from the different modalities, we perform positional encoding, allowing the
transformer model to distinguish between different time-steps of the input.

As we expect the different input data modalities to have different sampling
rates, the implementation of our positional encoding is based on [37]. They
propose a trainable model-agnostic representation of time that also depends on
the input and which is concatenated with a scalar interpretation of time. The
entire encoded sequence is fed into the encoder model consisting of multiple
stacked transformer layers. In addition, we follow previous work [4, 14] which
has shown that a decoder model is not required. Note that the number of utilized
layers and transformer heads depend on the backend, see Tab. 1 for more details.

Lastly, the head module consists of a multi-layer perceptron network that
predicts the final visual angle from the screen center. As the transformer ar-
chitecture does not reduce the sequence length, it outputs the same number of
1-dimensional feature vectors that are input into the architecture. Thus, we re-
duce the dimensionality through a feedforward layer in the head module with the
number of units listed in Tab. 1. Afterwards, we reduce the number of features
to two, resulting in an output of 40×2. To apply a non-linearity, we additionally
add a ReLU and a dropout layer after the output of both linear layers. After-
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wards, we flatten the outputted matrix into a 1-dimensional vector that we then
utilize to forecast the final horizontal and vertical gaze position.

For training the network, we follow the approach of Hu et al. [27], using the
angular error as the loss function, which is defined as the mean angular difference
between the line of sight of the ground truth and the forecasted gaze position.
For the hyperparameters and optimizer, we choose to employ the AdamW [48]
with a learning rate of 0.001, a batch size of 256, dropout of 0.1, and the weight
decay set to 0.01. While training, we monitor the loss on the validation set and
use early stopping after three epochs, if the loss has not decreased. To find a
set of good of hyperparameters for layers, transformer heads, compression, and
reduction units for each backend separately, we evaluate our proposed archi-
tecture on multiple configurations that can be found in the ablation studies,
found in the supplementary. We did not perform additional hyperparameter op-
timization for other parameters, such as batch size or weight decay. Then we
utilize the best performing configuration as our parameters, which are reported
in Tab. 1. For further details on these results and the evaluated parameters, see
the supplementary material.

4 Evaluation

4.1 Metric

For the error metrics, we follow Hu et al. [27], by using the angular error as our
primary metric that describes the angular distance between the ground truth line
of sight and the predicted line of sight, with a smaller value indicating better
performance.

4.2 Datasets

We evaluate our model on two different egocentric datasets fully captured in
VR, namely the DGaze [29] and FixationNet [27] dataset. For capturing the
first-mentioned DGaze dataset, each participant was asked to freely explore 2
out of 5 randomly assigned VEs containing different dynamic visual distractors
in the form of animals. For the recording, each participant was instructed to
record at least 3 minutes of data without any further instructions on a task
or explanation of the environment. In total, the dataset contains 86 samples
from 43 participants with an average sequence length of over 20,000 data points
per session. The FixationNet dataset captures the same data modalities as the
DGaze dataset, but additionally provides information on the current task of each
participant. Here, all participants were instructed to solve a specific search task,
pointing the VR controller onto the target. In total, the FixationNet dataset
contains 162 samples from 27 participants containing on average 12,000 head
and gaze points per trial.

However, as the evaluated task of Hu et al. [27] is the prediction of fixation
points, the authors provide a pre-processed dataset with filtered gaze positions
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Fig. 3: Sequence of frames showing a prediction of GazeTransformer (red dot) on
the FixationNet dataset [27] along with the ground truth (green dot) and the last
captured gaze position (blue dot). The frames are cropped to the relevant region.
As participants were tasked to search for targets, the left animal disappears due
to its correct classification.

that correspond to the fixation points of the participants. Therefore, we generate
a custom dataset from the raw data of both datasets that do not compute fix-
ation points and therefore account for other eye-movements. We also follow the
same methodology for the DGaze dataset. Both datasets contain videos, gaze,
head velocities captured through the IMU of the HMD, and object positions
of the nearest objects. In these generated datasets, we made sure not to utilize
any internal information only known to the running application, such as object
positions, but rather focused on the information already provided from or to the
HMD, with the only exception being the task information. As both datasets do
not contain gaze events, we follow the methodology of [59] to generate fixation
and saccade events, using the I-VT algorithm [62].

4.3 Results

Tab. 2 shows the result of our proposed GazeTransformer architecture with
all backends introduced in Sec. 3.1. As described in Sec. 4.2, we evaluate our
approach against the state-of-the-art DGaze and FixationNet dataset. As the
baseline, we choose the last known gaze position that is lagging the target by
150ms. For the evaluation, we choose a cross validation approach by validating
across users and scenes. For computational reasons, we only evaluate across the
data of 3 participants as the test sets and used the rest either as our training or
validation data and compute the final results as the mean over all folds.

Overall, Tab. 2 shows that all selected backends outperform the baseline, as
well as the methods introduced by Hu et al. [27, 29]. When utilizing the image
data provided by a backend network, we found that the Patch backend shows the
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Table 2: Results for the FixationNet [27] and DGaze datasets [29] using the
raw gaze as input. We name the models of GazeTransformer according to their
image-to-sequence backend. The error metric is computed through the angular
error (Mean: mean angular error; Std.: mean standard deviation over different
folds). Best results in blue bold.

DGaze dataset FixationNet dataset

Cross-User Cross-Scene Cross-User Cross-Scene
Model Mean Std. Mean Std. Mean Std. Mean Std.

Baseline
Current Gaze 5.12° 8.00° 5.85° 9.77° 3.67° 7.17° 3.66° 7.01°

State-of-the-art
DGaze [29] 9.58° 6.87° 10.24° 7.65° 8.66° 6.89° 8.76° 6.80°
FixationNet [27] 9.58° 7.37° 10.57° 7.70° 8.49° 6.71° 8.56° 6.76°

Gaze Transformer
Grayscale 4.91° 6.80° 5.27° 7.76° 3.63° 6.07° 3.55° 6.06°
Patch 4.75° 6.75° 5.09° 7.77° 3.49° 6.05° 3.49° 6.09°
Saliency 4.85° 6.77° 5.20° 7.75° 3.49° 6.07° 3.51° 6.04°
ResNet 4.84° 6.76° 5.16° 7.77° 3.58° 6.06° 3.49° 6.09°
DINO 4.81° 6.76° 5.15° 7.76° 3.55° 6.06° 3.61° 6.04°
No Backend 4.71° 6.75° 5.07° 6.89° 3.47° 6.10° 3.44° 6.39°

best performance. Surprisingly, we discovered that utilizing image data does not
improve the predictive performance, as the model that does not use frame data
performs the best on all datasets. The reported mean standard deviation across
all methods is similar, regardless of the employed backend. Surprisingly, the
standard deviation of the best performing GazeTransformer is also not the most
optimal among all our GazeTransformers. As mentioned in Sec. 3, we performed
multiple ablation studies to find a good set of parameters for our architecture,
dependent on the used backend. For more information on these results, see the
supplementary material. Tab. 3 also shows the separate errors for fixations and
saccades between the current state-of-the-art and our No Backend model. Here,
we compute the error metrics on saccades and fixations separately using the
estimate gaze event label.

Additionally, we performed a qualitative evaluation on the output of Gaze-
Transformer and FixationNet. Here, we discovered that the performance of Fix-
ationNet is due to its design choice to only predict fixations and often shifts
towards salient regions. It is unable to handle strong gaze shifts, even though
the network was retrained on our dataset. In contrast, although not instanta-
neous with the target, our model can perform these shifts by reacting faster than
the baseline, with an example shown in Fig. 3.

When running in inference, we achieve real-time performance running at ap-
proximately 329 predictions per second when using the No Backend model on
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Table 3: Individual results for saccades and fixations measured on the Fixation-
Net [27] and DGaze datasets [29] using the raw gaze as input. The error metric
is computed through the angular error seperatly across all saccades and fixations
(Mean: mean angular error; Std.: mean standard deviation over different folds).
Best results in blue bold.

DGaze dataset FixationNet dataset

Cross-User Cross-Scene Cross-User Cross-Scene
Model Mean Std. Mean Std. Mean Std. Mean Std.

S
a
cc
a
d
es

State-of-the-art
DGaze [29] 12.81° 10.94° 14.81° 11.07° 12.86° 9.86° 12.96° 9.96°
FixationNet [27] 14.45° 9.56° 15.06° 11.17° 12.91° 9.91° 13.03° 9.93°

Gaze Transformer
No Backend 10.80° 10.21° 11.77° 12.26° 9.96° 10.57° 9.93° 10.57°

F
ix
a
ti
o
n
s

State-of-the-art
DGaze [29] 9.17° 5.45° 9.00° 5.35° 7.85° 5.80° 7.94° 5.84°
FixationNet [27] 9.18° 5.43° 9.20° 5.46° 7.67° 5.56° 7.72° 5.58°

Gaze Transformer
No Backend 3.02° 4.01° 2.96° 3.80° 2.23° 3.64° 2.20° 3.57°

the GPU. To measure the timings, we use a system equipped with an AMD
Ryzen Threadripper 3960X with 128 GB RAM and an NVIDIA RTX 3090 and
performed the execution on the GPU. The other timings, including CPU per-
formance metrics, can be found in the supplementary. When estimating the
run-time, we included the full backend and predict image features twice per
second.

5 Conclusion and Discussion

In this paper, we proposed GazeTransformer a state-of-the-art transformer ar-
chitecture for forecasting gaze points in VR using the raw gaze data and IMU
data provided by the HMD’s with built-in eye-trackers. For the prediction of
future gaze points, we only utilize data provided from or send to the HMD,
without dependencies on the internal state of the application through object
locations except for task data, which itself has shown to be predictable without
the application state [28]. We forecast the gaze positions 150ms into the future,
allowing us to compare our method against existing literature [27, 29]. To evalu-
ate our proposed architecture, we analyzed its ability on two state-of-the-art VR
datasets. Furthermore, we analyzed multiple image backends, such as grayscale
or RGB images, saliency, attention weights of DINO, and ResNet. Overall, we
discovered that our approach, regardless of the backend, significantly outper-
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formed all previous state-of-the-art methods when using the raw gaze as input
to the network.

Surprisingly, we found that the best performing approach did not utilize
image data. This contrasts with previous literature [27, 29], which found that
utilizing the saliency directly does improve the final performance of the network,
or with other work heavily relying on RGB data of captured frames [44]. There
are several potential reasons for this finding. First, some utilized backends, like
ResNet, might not provide meaningful information to the transformer layers
and head module. This is since ResNet was pretrained for image classification,
and therefore high-level features will most likely contain information on the
estimated class. Another reason might be that only two frames are used over
the entire input sequence. As the input of GazeTransformer is split by time
instead of splitting by features, like [29] or [27], this causes the duplication of
frames that might potentially result in over weighting the image features, as the
size of the other modalities is significantly smaller than the image feature space.
Moreover, due to memory requirements and analysis on the different backends,
we did not train the backend networks in combination with the transformer
architecture. This might have further impacted the performance of the image-
dependent architectures. At last, this may also be due to the rather small dataset
size, as transformers rely on huge datasets when trained from scratch to capture
meaningful correlations between features [47]. Given this, we also expect that
the need to use different hyperparameters for each data set to achieve optimal
performance will be eliminated if the data set is large enough. However, we also
suspect that conducting a final calibration phase for each user before using a
pre-trained model is a worthwhile research direction, as it could lead to a more
optimal model.

Investigating these observations maybe valuable directions for future work,
as we expect the image data to have a positive impact on the final performance
of the architecture, even though we could not confirm this in our paper. Here,
training these backend networks may be a good initial step on verifying if perfor-
mance can further be improved when image modalities are used. This, however,
might be bound by the memory of the GPU. Therefore, another direction might
be to analyze other virtual and real-world datasets that are similar to the data
in the datasets commonly used for pre-training, such as ImageNet, to make bet-
ter use of the pre-trained networks. With those, it would also be possible to
explore additional image modalities, for example depth data or EEG input. Be-
sides, extending the architecture to directly work with image data that is split
by time as well as by feature would remove the need for duplicated input frames.
Moreover, adding multi-horizontal forecasting, to predict multiple future short-
term and long-term gaze points would be helpful, as we expect the network to
perform better on shorter forecast durations. Besides the surprising results on
image modalities, we found that GazeTransformer significantly outperforms the
state-of-the-art regardless of the backend utilized.
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6 Ablation Studies

As mentioned in our paper, we optimize the general architecture of GazeTrans-
former to find reasonable hyperparameters for each model, further described in
Sec. 3 of our Paper, we perform multiple ablation studies on both the DGaze
[29] and the FixationNet [27] dataset. To avoid biasing GazeTransformer for a
specific input modality, we perform the hyperparameter optimization on all im-
age backends: Grayscale, Patch, Saliency, ResNet, DINO, as well as reference
network without any backend (No Backend). We use the angular error metric as
in our paper to report the results below. Since, the different modules depend on
each other, we decided to estimate the parameters in the following order: First
the estimation of units in the reduction layer (cf. Tab. 4 and Tab. 5). Note that
we cannot report results for the No Backend model, as it does not contain a
Compression module. Afterwards, number of units in the compression layer (cf.
Tab. 6 and Tab. 7). At last, the number of transformer heads and layers (cf.
Tab 8 and Tab. 9). To construct the final networks, reported in the paper, we
take the best performing configuration of each analyzed module and retrain the
architecture as explained in the paper. We also perform additional evaluations
on the optimal input resolution when using the Flatten and Patch backend (cf.
Tab. 10). Tab. 11 shows the measured run-time of our model on CPU and GPU
using the system described in the paper. Showing that our model is able to run
in real-time when run on the CPU, as the GPU is might be highly utilized due
with the rendering process.

Table 4: Results for the number of hidden features in the Compression layer,
measured on the DGaze dataset. Best results in blue bold.

Compression Units Grayscale Patch Saliency ResNet DINO No Backend

16 5.59° 5.49° 5.56° 5.66° 5.51° –
32 5.73° 5.56° 5.65° 5.74° 5.56° –
64 5.84° 5.55° 5.62° 5.69° 5.59° –

128 5.78° 5.59° 5.63° 5.67° 5.52° –
256 5.67° 5.64° 5.68° 5.68° 5.75° –
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Table 5: Results for the number of hidden features in the Compression layer,
measured on the FixationNet dataset. Best results in blue bold.

Compression Units Grayscale Patch Saliency ResNet DINO No Backend

16 3.47° 3.40° 3.40° 3.48° 3.44° –
32 3.48° 3.38° 3.37° 3.43° 3.38° –
64 3.47° 3.45° 3.40° 3.44° 3.40° –

128 3.51° 3.40° 3.40° 3.56° 3.44° –
256 3.47° 3.57° 3.42° 3.58° 3.43° –

Table 6: Results for the number of hidden features in the Reduction layer, mea-
sured on the DGaze dataset. Best results in blue bold.

Reduction Units Grayscale Patch Saliency ResNet DINO No Backend

16 5.81° 5.61° 5.65° 5.83° 5.61° 5.54°
32 5.87° 5.62° 5.63° 5.75° 5.71° 5.55°
64 5.76° 5.50° 5.61° 5.82° 5.64° 5.52°

128 5.71° 5.54° 5.56° 5.67° 5.51° 5.59°
256 5.72° 5.59° 5.56° 10.58° 5.66° 5.64°

Table 7: Results for the number of hidden features in the Reduction layer, mea-
sured on the FixationNet dataset. Best results in blue bold.

Reduction Units Flatten Patch Saliency ResNet DINO No Backend

16 3.50° 3.43° 3.46° 3.50° 3.46° 3.34°
32 3.48° 3.44° 3.49° 3.58° 3.39° 3.34°
64 3.48° 3.41° 3.41° 3.49° 3.49° 3.44°

128 3.51° 3.41° 3.43° 3.43° 3.44° 3.37°
256 3.39° 3.40° 3.40° 3.41° 3.39° 3.31°
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Table 8: Results on the DGaze dataset using different layer and transformer head
configurations. Heads describes the number of attention heads, while Layers de-
scribes the number of stacked transformer encoder layers. Invalid configurations
are marked with ”-”, as the embedding dimension must be divisible by the num-
ber of heads. Best results in blue bold.

Heads –
Layers

Grayscale Patch Saliency ResNet DINO No Backend

1 - 1 6.73° 5.86° 5.75° 8.08° 6.30° 5.63°
1 - 2 8.07° 8.16° 7.63° 10.60° 6.08° 5.59°
1 - 4 10.61° 12.19° 10.57° 11.97° 12.18° 5.53°

2 - 1 10.55° 5.98° 5.69° 7.71° 6.02° 5.62°
2 - 2 7.90° 7.69° 5.89° 10.57° 6.04° 5.61°
2 - 4 10.57° 12.33° 10.56° 12.18° 10.56° 5.51°

4 - 1 6.15° 5.76° 5.89° 7.31° 5.96° 5.65°
4 - 4 12.11° 10.57° 10.57° 12.09° 7.66° 5.48°
4 - 6 10.55° 10.58° 12.29° 10.61° 10.60° 5.46°

6 - 1 — 5.89° 5.91° — 5.93° 5.57°
6 - 4 — 12.06° 12.02° — 7.37° 5.46°
6 - 6 — 10.56° 12.17° — 12.14° 5.50°

Table 9: Results on the FixationNet dataset using different layer and transformer
head configurations. Heads describes the number of attention heads, while Layers
describes the number of stacked transformer encoder layers. Invalid configura-
tions are marked with ”-”, as the embedding dimension must be divisible by the
number of heads. Best results in blue bold.

Heads –
Layers

Grayscale Patch Saliency ResNet DINO No Backend

1 - 1 7.21° 3.47° 3.67° 7.42° 3.73° 3.39°
1 - 2 4.94° 5.06° 5.05° 8.50° 7.65° 3.40°
1 - 4 8.49° 8.50° 8.49° 8.53° 8.48° 3.32°

2 - 1 4.78° 3.54° 3.69° 7.38° 4.20° 3.39°
2 - 2 7.42° 4.88° 4.79° 8.48° 4.17° 3.36°
2 - 4 8.48° 8.50° 8.50° 8.48° 8.47° 3.29°

4 - 1 4.32° 3.97° 3.77° 4.62° 4.09° 3.39°
4 - 4 8.47° 8.49° 8.50° 8.50° 8.49° 3.31°
4 - 6 8.50° 8.49° 8.49° 8.52° 8.50° 3.37°

6 - 1 — 3.70° 3.55° — 3.69° 3.49°
6 - 4 — 8.49° 8.51° — 6.26° 3.34°
6 - 6 — 8.49° 8.49° — 8.50° 3.34°

8 - 1 4.22° 8.48° 3.73° 4.62° 3.92° 3.39°
8 - 4 8.53° 8.51° 8.52° 8.51° 8.51° 3.36°
8 - 6 — 8.50° 8.52° 8.51° 8.49° 3.32°
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Table 10: Results for different resolutions when using the Flatten and Patches
backends evaluated on the DGaze and the FixationNet datasets. Resolution de-
scribes the number of pixels per axis. OOM stands for out of memory, as our
system had not enough space to handle a sufficient batch size. Best results in
blue bold.

DGaze dataset FixationNet dataset
Resolution Grayscale Patch Grayscale Patch

16× 16 5.81° 5.84° 3.49° 3.53°
32× 32 5.68° 5.80° 3.50° 3.52°
64× 64 5.70° 5.60° 3.50° 3.48°

128× 128 5.74° OOM 3.60° OOM

Table 11: Measured run-time of our proposed architecture on all backends using
the system described in Sec. 4.3 of the paper. The arrows indicate if a higher or
lower value is desired. Best results in blue bold.

Grayscale Patch Saliency ResNet DINO No Backend

GPU
Predictions per second↑ 1137.72 1086.77 886.60 981.91 388.01 329.65
Processing time in ms↓ 0.88 0.92 1.13 1.02 2.58 3.03

CPU
Predictions per second↑ 926.41 200.42 429.43 350.32 14.95 372.38
Processing time in ms↓ 1.08 4.99 2.33 2.85 66.87 2.69
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