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● Evaluation against several state-of-the-art systems
● Average recall (AR@# of proposals) is used as evaluation measure

AttentionMask beats all state-of-the-art methods across all 
categories including runtime!
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Task: Object Proposal Generation
Goal: Generating class-agnostic object candidates 
Problem 1: State-of-the-art systems often miss small objects 
Problem 2: Simply adding a module to detect small objects is 
  impossible due to inefficient use of resources
Our idea: Starting from [1], we focus processing on relevant 
  parts of the image to save resources 
        use those resources to better detect small objects
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Evaluation on MS COCOResults (for more results scan the QR code)
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91.7% of the windows are pruned 
due to low attention

        resources saved

● Feature pyramid with 5-9 scales
● Downscaled by factor 8 to 196

Objectness score and 
segmentation similar to [1]

Attention focuses sampling on 
object locations

● New scale for small objects
● Only possible because of efficient 
use of resources due to attention

Windows of fixed size sampled 
across scales’ feature maps

Attention 
modules 
(SOAMs) are 
very fast and 
lightweight 
components

Scale-specific Objectness Attention

Each scale has its own attention, thus focusing on objects of different sizes

SharpMaskZoom [2]Original

The problem with 
small objects...

Small / Medium / Large ObjectsAcross all scales

Red non-filled shapes denote missed objects. Colored filled shapes denote found objects.

Red non-filled shapes denote missed objects. Colored filled shapes denote found objects.
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