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AttentionMask: Attentive, Efficient Object Proposal
Generation Focusing on Small Objects

Motivation i T e RN, The problem with

— small objects...
Task: Object Proposal Generation Eas S R
Goal: Generating class-agnostic object candidates Original =

Problem 1: State-of-the-art systems often miss small objects
Problem 2: Simply adding a module to detect small objects is

Impossible due to inefficient use of resources lET‘ ﬁ!i! *’Eﬂ‘ﬁiﬂ
Our idea: Starting from [1], we focus processing on relevant

parts of the image to save resources FastMask [1] AttentionMask (ours)
== USe those resources to better detect small objects

Red non-filled shapes denote missed objects. Colored filled shapes denote found objects.
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* New scale for small objects e Feature pyramid with 5-9 scales 91.7% of the windows are pruned
* Only possible because of efficient e Downscaled by factor 8 to 196 due to low attention
use of resources due to attention == resources saved
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Each scale has its own attention, thus focusing on objects of different sizes

Evaluation on MS COCO

e Evaluation against several state-of-the-art systems
e Average recall (AR@# of proposals) Is used as evaluation measure

Across all scales  Small / Medium / Large Objects
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Method AR@10 AR@100 AR@1k ARS@100 ARM@100 ARL@100 Time
MCG [4] 0.077 0.186 0.299 . . - 455

DeepMaskZoom [2]  0.151 0.286 0.371 0.093 0.389 0.466 1.35s
SharpMask [2] 0.154 0.278 0.360 0.035 0.399 0.513 1.03s
SharpMaskZoom [2]  0.156 0.304 0.401 0.099 0.412 0.495 2.02s
InstanceFCN [3] 0.166 0.317 0.392 . . . 1.50s
FastMask [1] 0.169 0.313 0.406 0.106 0.406 0.517 0.33s
AttentionMask 0.180 0.349 0.444 0.162 0.421 0.560  0.22s

AttentionMask beats all state-of-the-art methods across all
categories including runtime!
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Red non-filled shapes denote missed objects. Colored filled shapes denote found objects.
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