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1 Introduction

In the last decades computing landscape was transformed tremendously by advance-

ments in computing technology. Nowadays the usage of desktops and mainframes has

been extended by many types of heterogeneous devices like smart phones, embedded

systems, smart sensors, robotics, wearables etc. Powered by Moores Law these devices

are able to do a lot of processing even though they are limited by design through bat-

tery life, network bandwidth, storage space and computing power [KLLB13]. However,

computation power demands of software especially real-time applications like video pro-

cessing of surveillance cameras or object recognition of robots can surpass the device lim-

its regarding processing power or fulfilling certain time constraints [KLLB13]. To over-

come device limitations, the concept of computational offloading was introduced, which

migrates part of its computation [MHF13] onto the sheer infinite amount of resources

provided by cloud computing [AFG+09]. In order to enhance the Quality of Experience

(QoE) regarding latency-sensitive applications, computational offloading has moved to

edge computing, bringing resources even closer to the end-user [LLJL19].

Edge-centric Computing however comes with its own set of challenges since the edge

usually consists of heterogeneous human-controlled devices such as desktops, tablets,

smart phones, etc. [GLME+15] Those devices mostly remain idle even though they

could contribute as computing resources in a distributed environment [SEV+16]. Schäfer

et al. [SEV+16] therefore proposed a distributed computing framework, namely the

Tasklet system, to make use of computation resources in heterogeneous environments

in a generic way. As a result hardware independent execution of computational offload-

ing is achieved.

Beyond mentioned computational challenges in which computational offloading can be

utilized there is a class of problems in complexity theory called NP-problems. An in-

stance of this complexity class is the Traveling Salesman Problem (TSP) in which a Sales-

man wants to visit a certain number of cities while taking the shortest path and visiting

every city only once [Ara16]. Since the TSP is of nondeterministic combinatorial nature,

exact solutions in a reasonable time are not feasible. Therefore metaheuristics like the

Genetic Algorithm (GA) can be used to find a correct solution in a timely manner which

doesn’t have to be the best solution though [Ara16]. A GA can also be parallelized by
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different approaches and hardware settings [HA20a]. In the context of computational

offloading and heterogeneous devices new challenges for designing a parallel Genetic

Algorithm (pGA) arise due to the nature of heterogeneity [SA15].

1.1 Objectives

This thesis objectives are laid out in several phases. First of all there is the design and

implementation of a system architecture utilizing a pGA in order to solve the TSP. Fur-

thermore the system should distribute its workload using the Tasklet System [SEP+16] in

a heterogeneous edge environment. Secondly there needs to be a function derived from

the Tasklet System to allow context-adaptive execution of workloads in a suitable manner

during the experimentation phase. Lastly the obtained results need to be verified by an-

alyzing the solution quality and execution time against a naive approach to distributing

a pGA in a heterogeneous edge environment.

1.2 Structure

The thesis structure is divided into several chapters. After the Introduction in chapter one

follows chapter 2 in which the theoretical foundation regarding Distributed Systems, the

TSP and Genetic Algorithms is laid out. The third chapter covers related work followed

by the fourth chapter in which the algorithmic design of a distributed pGA utilizing the

Tasklet System is presented. The fifth chapter centers about the system design which will

be implemented in the sixth chapter. Afterwards in the seventh chapter evaluation of the

findings will be highlighted. Lastly on the eighth chapter a conclusion and outlook will

be given.
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2 Related Work

In a historical analysis Alba and Tomassini [AT02] show that the idea of enhancing Ge-

netic Algorithms with parallelization not only to improve performance but to increase

diversity and defer stagnation dates back into the 1960s. Nowadays parallelization of

Genetic Algorithms regarding distribution models, hardware configurations, parameter-

ization, genetic operators and applications are a thoroughly researched topic [HA20b].

Nevertheless homogenous distributed systems in the sense of hardware as well as soft-

ware are the preferred choice in recent work on parallel metaheuristics [SA15]. Therefore

heterogeneous (edge) environments present themselves as challenges in recent work on

parallel genetic algorithms [HA20b].

Chong [CL99] performed as early as 1999 experiments on the communication perfor-

mance of pGA on heterogeneous platforms over the internet and concluded the superi-

ority of asynchronous over synchronous communication which has later been confirmed

by Kang et al. [KLC01]. Not long after Alba et al. [ANT02] analyzed technical and

practical issues induced by heterogeneous environments and showed that superlinear

performance can also be achieved in these environments.

Bazterra et al. [BCFF05] proposed several metrics to measure the time, speedup and ef-

ficiency of parallel algorithms on heterogeneous computer systems. Furthermore they

developed an adaptive pGA in a master-slave model which distributes the fitness evalu-

ation of individuals according to the processing power of slave-nodes.

More recently Salto et al. [SA15] performed experiments on adapting distributed evolu-

tionary algorithms to heterogeneous hardware in an asynchronous island model-based

setting for solving the TSP. For this purpose they proposed the HAPA methodology

to deal with heterogeneous hardware and distribute workloads evenly by performing

benchmarks beforehand. As a result two algorithms were derived to regulate the num-

ber of generations evaluated per node on the one hand and to manage the migration

frequency on the other hand, relative to the fastest benchmark respectively. Anyhow,

heterogeneous nodes were able to communicate with each other which is not feasible

in this thesis due to the underlying Tasklet System whose isolation model disallows in-

terprocess communication. In addition uncertainty about the nodes participating as re-
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source providers in the Tasklet System inhibits utilizing benchmarks to assign workloads

relative to another node.

Valente De Oliveira et al. [VDOBD17] performed various experiments using asynchronous

island model-based pGA to solve the TSP over heterogeneous grid enabled hardware.

Although the focus of their work emphasized the impact of different migration topolo-

gies, their findings concluded that adding even slow nodes improved processing time

while maintaining good fitness of the solutions. Nevertheless, this thesis aims not to re-

search on different migration topologies but rather the challenges of heterogeneity in a

computational offloading setting which differs from grid computing.
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3 Solution Design

In order to meet the objectives of this thesis there needs to be a prototypical implemen-

tation to run a pGA on the Tasklet System. Therefore a system design draft with the

components needed is displayed in Figure 3.1.

Figure 3.1: System Design

The system design composes of several main components:

• Frontend: The frontend is a client-side rendered web-interface which can be ac-

cessed by any client through a web browser to configure and start a pGA.

• Server: The server serves two purposes, it links all components together and it

controls the execution of a pGA.

• API-Endpoints: The API-endpoints are used to enable communication between the

frontend and server via HTTP-Connection.

• Services: The services provide general functionality which is called by the API-

Endpoints.

• Repositories: The repositories are interfaces to access the database in order to cre-

ate, read, update and delete entities.

• Database: The database holds information about TSP-data, jobs as well as metrics.
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• Tasklet Library: The Tasklet Library provides access to common functionality of the

Tasklet System and is used to generate C-- bytecode which is then via the Tasklet

Broker served to a Tasklet Virtual Machine (TVM) of a Provider.

• pGA-Engine: The pGA-Engine serves as the core of the server. It instantiates algo-

rithms, executes them and controls the coordination between the the TVM execu-

tions.

In the second step an experimentation phase is needed to make use of the context of a

TVM in which a pGA is running. Under the presumption of running an island model-

based pGA there is a number of n generations which are calculated on a TVM until the

execution terminates and the result is sent back to the server for migration. In the con-

text of heterogeneous execution environments the processing time needed to compute

n generations of the pGA depends heavily on the processing power of the underlying

hardware of a TVM. Therefore the idea is to utilize the benchmark values x of several

TVMs to construct a function f (x) in order to calculate the number of generations n′ > 0

resulting in similar execution times t(n) ≈ t(n′). The idea behind this approach is on the

one hand to reduce total processing time, since slow TVMs can delay the termination of

the algorithm and on the other hand improve migration quality from and to slow TVMs

since they can contribute and benefit earlier to and of the migration process.

Lastly the findings need to be evaluated. Hence a lot of metrics need to be gathered

during the experimentation and visualized for interpretation. Additionally the findings

need to be compared to a pGA-version without context-adaptation. Metrics of special

interest for the evaluation could be:

• Speedup: The speedup is one of the most interesting metrics to be analyzed. At

best a substantial increase in performance of the context-adaptive pGA over the

default pGA can be shown.

• Hit rate: The hit rate accounts for the number of times the pGA has produced the

optimal result of a TSP-instance. Comparing these can give an insight into the qual-

ity of the algorithm.

• Total execution time and average fitness: The total execution time and average

fitness are most significant in cases where the algorithm does not find an optimal

solution. Therefore identifying shorter processing times without degradation of

average fitness values of the solution is also relevant.

Other metrics for evaluation can be considered after more intense research on current

literature.
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