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Abstract. We present Ord i Dag, a new service that displays today's most 
important keywords. These are extracted fully automatically from Norwegian 
online newspapers. Describing the complete process, we provide an entirely 
disclosed method for media monitoring and news summarization.  
For keyword extraction, a reference corpus serves as background about average 
language use, which is contrasted with the current day’s word frequencies. 
Having detected the most prominent keywords of a day, we introduce several 
ways of grouping and displaying them in intuitive ways. A discussion about 
possible applications concludes.  
Up to now, the service is available for Norwegian and German. As only some 
shallow language-specific processing is needed, it can easily be set up for other 
languages. 

1 Introduction 

Machine aided media monitoring is a service that has been offered commercially for 
years, typically covering thousands of channels and providing products from keyword 
monitoring to media resonance analysis. Ord i Dag (Word of the day) is a new way of 
monitoring news, which is interesting for academic research as well as for the layman. 
By using different ways of presenting today's most important keywords, we prepare a 
good overview of what the media considers as today's most interesting news and 
topics. We also present a method of monitoring these events over time.  

1.1 Motivation 

Media produce large and ever growing amounts of content on a regular basis. Texts 
account for a significant part thereof and its analysis constitutes a promising field of 
research. Due to the amount of data it is an obvious idea to bring into the field 
statistical methods which can help to single out new and interesting events and topics. 
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 The criteria used in commercial solutions are, if at all, often not fully laid open. Ord i 

dag, as described in this work, is a fully disclosed selection and presentation process, 
providing a solid data foundation for research on relations and developments.  

1.2 Related Work  

In recent years, topics such as summarization, clustering, filtering and tracking of 
news have been covered, often related to the novelty track in TREC and TDT [1]. In 
1997, the Altavista search engine featured LiveTopics (see 

http://www.samizdat.com/script/lt1.htm), which included a graph 

calculated from words in current news. [2] describes Newsblaster, which groups 
stories by a Topic Detection and Tracking system and generates multi document 
summaries for news on a daily basis. This is comparable to approaches by Google 

News and others, but with Newsblaster keeping an index of past days. Another multi 
document summary centered approach is NewsInEssence [3]. Visualization interfaces 
for news search sites have been built and made available on the Web: Newsmap at  

http://www.marumushi.com/apps/newsmap/ presents  the groups and 
stories from Google News in form of a treemap [4], which represents the amount of 
coverage of topics in differently sized labeled boxes. In the News at 

http://news.stamen.com/ combines different data sources to display a real-

time overview on news based on bar diagrams and featuring sparklines [5] for 
monitoring change over time. Sparklines are also used for the visual display of 
frequency information at the Wörter der Woche calculated from each issue of the 
German newspaper "Die Zeit" by the Berlin-Brandenburg Academy of Science. These 
works suggest that there is a niche for news analysis and visualization in the recently 
growing field of Visual Analytics [6]. 

1.3 Outline 

In this work we cover the full process of obtaining a daily amount of 100-150 
keywords that describe the most important events in the daily news. The process is 
split into two parts: the preparation of a reference corpus, which is outlined in section 
2, and the daily processing of news data as explained in detail in section 3.  

Section 4 deals with the presentation of the data: grouping related keywords for a 
user-friendly website layout. Visualization of daily keywords as well as time-
dependent changes is exemplified. Section 5 concludes with discussing some possible 
extensions and applications. 

All data is available in human- and machine-readable format on 

http://wortschatz.uni-leipzig.de/wdtno/. 
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2 Preparing the Reference Corpus 

Figure 1 depicts the steps undertaken in order to prepare the reference corpus. A 
reference corpus is a large corpus that is used as a model for ‘average’ language use 
in the following.  

 
Figure 1: Process chain for preparing the reference corpus database 

2.1 Preprocessing 

For the purposes of this project we make use of the Norwegian newspaper corpus 

Norsk aviskorpus (http://www.avis.uib.no, cf. [7]), which is collected by the 

University of Bergen and consists of approximately 440 million running words from 
1.3 million texts. It is augmented every day by roughly 200,000 words from a 
selection of Norwegian newspapers on the internet.  

When transforming the corpus into our reference corpus, some cleaning was 
needed, i.e. stripping of unprocessed HTML tags, broken picture headings and 
external links. Although the everyday routine for collecting the newspaper texts is 
updated constantly, a large amount of commercials, names of journalists and 
photographers etc. had to be removed from older material. It was also necessary to set 
up routines to remove such unwanted parts, should they ever re-occur in new texts.  

2.2 Linguistic Processing 

Tagging and base form reduction. Part-of-speech tagging and base form reduction 
are important steps in the linguistic pre-processing. Tagging provides information on 
word classes; base form reduction maps several inflected forms onto one base form. 
Both actions are important for linguistic filtering as elaborated in section 3.1.  

For Norwegian, there exists the Oslo-Bergen-tagger, a high-quality constraint-
based tagger [8] that does not only assign word class information, but also is able to 
annotate base forms and syntactic functions. However, this rule-based tagger is too 
slow for granting topicality and its output provides much more information than 
needed for our purpose. We therefore re-engineered the tagger in a simple way: We 
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tagged a portion of the corpus and used the obtained triples (word, tag, base form) as 
training data for Compact Patricia Tree (CPT) classifiers.  

Using the implementation from [9], CPT classifiers are trained to return a class, 
given a string. The number of classes is not restricted and the training set is perfectly 
reproduced. Due to the compact representation and an efficient search mechanism in 
the tree, CPTs can be used as lexical components for millions of words. The most 
important feature of CPTs, however, is their ability to generalise, i.e. to return 
classification guesses for unseen strings. For example, if an yet unseen word like 
deministration is classified, its class will be guessed based on training words with a 
longest common affix, e.g. administration. The same class will be assigned for similar 
strings. If several training words of different classes match with the same longest 
common affix, a class distribution is returned. CPTs can be trained on beginnings or 
endings of strings. 

How to employ these classifiers for tagging and base form reduction is described in 
the following subsections. 

Tagging with CPTs. As we need only rudimental word class information for 
filtering, we reduced the tag set of the Oslo-Bergen-tagger to the following basic 
categories: noun (N), verb (V), adjective (A), adverb (AV), cardinality (C), 
interpunctuation mark (IM) and others (S). For the most frequent 100,000 word forms 
of our tagged part of the corpus, we trained two CPT classifiers on these classes: one 
for prefixes and one for suffixes. Here, we only allowed one possible tag per string: 
POS-ambiguous words receive their most frequent tag, which is sufficient for our 
filtering task. With these top frequency words, we achieve a text coverage of about 
96.3%. For these words, our classifiers yield unique classes that form the tags. For 
unknown words, the intersection of the two class distributions determines the tag.  

This implements a unigram part-of-speech tagger that clearly does not meet the 
requirements of a full-fledged POS-tagger but is sufficient for the subsequent steps. A 
higher quality would be obtained when using e.g. a HMM tagger. 

Base Form Reduction with CPTs. Unlike the low level POS-tagger, the quality of 

base form reduction with CPTs meets state-of-the-art requirements. Given a list of 

pairs (word, base form), reduction rules for the conversion from full form to base 

form are computed. Table 1 gives examples for the verb "stå" (to stand). 

full form stå stående står stås stått sto stod 

reduction rule 0 4 1 1 2 1å 2å 

Table 1: Reduction rules for some full forms of "stå" 

The reduction rules consist of two parts: A number indicating how many characters 
should be cut from the suffix of the full form, and an optional string that is attached 
after the cut operation. We learn reduction rules as they are similar for words with the 
same inflection behavior. 
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For base form reduction, three CPTs are trained on suffixes: one for each open 
word class (nouns, verbs, adjectives). The tag from the unigram tagger is used for the 
classification.  

Identification of Named Entities. The identification of named entities is a further 
important step in the linguistic processing of the data collection. In order to present 
users with an informative list of daily keywords, we need a way to recognize the multi 
word units that constitute named entities. We implemented a weakly supervised 
method described in [10] to recognize person names in the corpus. The algorithm 
takes very little input knowledge and performs iterative learning on unlabeled data. 
By drawing advantage of the fact that named entities display a high degree of 
regularity in their form, the algorithm bootstraps new instances of named entities 
based on a small set of initial names and classification rules.  

The algorithm was initially supplied with a list of a few hundred common name 
elements, labelled as first or last names, a short list of common titles, and a set of 
classification rules and extraction patterns. The classification rules specify patterns 
that determine which tag a new name should be assigned. For example the rule TIT 
CAP* LN -> FN would entail that a capitalized word found between a known title 
and a known last name would be tagged as a first name. To ensure high classification 
precision, this decision is verified on other occurrences of this word.  

By these means we construct a large, corpus-specific list of name parts that is used 
in a heavily gazetter-based Named Entity recognizer. In this NER component, the 
recognition of yet unseen names is carried out by the same classification rules as 
mentioned above (including the verification step). Using this approach, we collected a 
list of about 300,000 named entities from the corpus. These are used as multi word 
units in the following. The list includes names and titles, allowing entries such as Jens 

Stoltenberg and statsminister Jens Stoltenberg. 

3 Processing the daily data 

When processing daily data, the same preprocessing steps as for the reference corpus 
are carried out. Additionally, the reference corpus is used as a means of comparison 
for obtaining the words that are most prominent on that specific date. Figure 2 depicts 
the process chain. 

Figure 2: Process chain for obtaining keywords from daily corpus  
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3.1 Extraction of Keywords 

Selection Criteria. Keywords are selected following the set of assumptions proposed 
in [11] with an additional language specific component and a monitor corpus. 
Concepts can be represented best by nouns and named entities. Therefore only these 
word classes are considered eligible for keyword selection. There are three groups of 
keywords that are treated differently: words present in the reference corpus, multi 
words and words not present in the reference corpus. 

For words seen before, a difference analysis [12] based on the Poisson measure of 
surprise combined with a comparison of relative frequencies is carried out. A word is 
considered a keyword if its Poisson significance exceeds a threshold and if it occurs 
with sufficient frequency. The words not covered by the reference corpus become 
keywords if they can pass the normal frequency threshold test.  

The static reference corpus may not cover recent developments. This shortcoming 
is addressed by using frequency data from the recent past as a monitor corpus. An 
inclusion rule selects keywords if they occur much more often on the present day than 
in the preceding five week frame. An exclusion rule is applied to drop words if on the 
current day they occurred relatively less often than in the week before.  

3.2 Grouping of Keywords 

In order to provide a usable overview of keywords for the news topics of the day, 
these need to be grouped. Two alternative grouping approaches are described below. 

Keyword Categorization. The reference corpus contains source URLs for each 
article. These can be exploited for learning a classification with only a very small 
amount of human interaction. The preparation process consists of the following steps:  
1. Extract all possible fragments of information from the source URLs that contribute 

to more than 10.000 sentences. This gave 145 category candidates.  
2. By eliminating in a further step senseless strings and grouping differently written 

variations, the number of categories for display could be reduced to only 11: 
“Regional” (regional), “Innenriks” (home affairs),  “Utenriks” (foreign affairs), 
“Politikk” (politics), “Økonomi” (economy), “Kultur” (culture), “Sport” (sports), 
“Utdanning” (education and research), “Bil” (automobile), “Forbruker” (consumer) 
and “Teknologi” (technology).  

3. For each pair of word and category,  a dependency statistics was calculated in the 
form of a likelihood ratio which gives high significance to words that – in the 
given category – occur with higher frequency and negative values to words which 
appear more rarely than predicted by the entire training collection. 

 
In the daily process, new text can be classified by assigning for each word in each 

sentence a category weight, which takes into account both positive and negative 
values for all categories and the frequency of the word in the reference corpus. An 
assignment of the sentence to a category is made if the sum passes a threshold, which 
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has been set up to provide an average of 90% precision and 50 % recall in an 
evaluation on the training set with 10-fold cross-validation. 
For texts, the sum of classifications of all sentences is calculated and the highest rated 
category is assigned to the text. 
Clear advantages of this simplistic approach are that (except for setting up the 
categories) the process works fully automatically and is based on a wide coverage of 
vocabulary, which means that there are many features and thus enough support for 
reliable classification. 

Candidate Clustering.  Another form of organizing the ord i dag-keywords aims at a 
more granular and flexible presentation: instead of using a fixed set of categories, it 
might be interesting to model events using a constantly changing and more fine-
grained classification that gives a quick overview of the day’s events. This can be 
achieved by clustering the keywords and learning headlines for clusters. The 
headlines will be the new set of categories. As an example of why this is desirable, 
consider the categories and clusters presented in figure 3:  The headline “Israel” in 
figure 3b) tells that something interesting has happened in Israel, whereas this fact is 
lost in figure 3a) within the general category “Utenriks” (foreign affairs).  

However, a serious drawback of the cluster representation is the manual effort 
which it requires: headlines are assigned manually in the beginning and subsequent 
automatic headline assignments must be supervised. 
Following is a detailed description of how we arrive at clusters and headlines: 
1. Feature Selection: in order to describe a keyword, it is assigned a feature vector 

derived from its example sentences S, i.e. all of today’s sentences in which it 
occurs. The feature vector consists of all other keywords that appear in S, weighted 
with their frequency. 

2. Clustering: Now the keywords are clustered using their feature vectors via K-
means with cosine as similarity measure 

3. Headline assignment: when the process is carried out for the first time, all 
headlines have to be assigned manually to clusters. For each cluster which is 
labeled, its headline will be stored, together with a centroid of the cluster members’ 
feature vectors. 

4. Inheriting headlines: For the following days, the set of centroids of past clusters, 
together with their headlines are treated as categories and a new cluster C is 
classified using a Rocchio method, i.e. a centroid is computed for C and it inherits 
the headline from the cluster whose centroid is closest (most similar) to C’s. This is 
only done if the similarity exceeds a threshold (currently 0.3). 

 
Experience has shown that the system learns rather quickly, i.e. that after a few days a 
substantial part of the clusters receive an automatically assigned headline. The 
possibility to assign new headlines to newly emerging topics (i.e. to create new 
categories) is one of the strengths of this approach. However – since the classifier is 
not perfectly accurate – some “automatic” headlines need to be corrected manually. 
The advantage of this procedure – when compared to completely automatic headline 
assignment of any sort – is the fact that we can have a high level of abstraction (as can 
only be achieved by humans) while maintaining maximum flexibility (e.g. to invent 
categories when new topics emerge). 
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4 Presentation 

4.1 Textual web interface 

The textual web interface is split into two views: a daily overview and a detailed word 

view which are linked to each other via the term, respectively the date. 

Overview. In the overview (figure 3a), the list of selected words is presented in 
alphabetical order for each of the categories, or alternatively, the cluster headlines 
(3b). Clicking on a word leads to its detailed view. The font size in the category view 
denotes the weight: the most important keywords can be spotted at a glance. 
 

 
(a) 

 
(b) 

Figure 3: Ord i dag of 15th of March, 2006 in a) category and b) cluster view 
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This weight is the ratio of relative frequency in the daily corpus compared to the 
reference corpus, called “weirdness index” in [13]. The resulting values are scaled 
logarithmically to font sizes of 50-200%. Furthermore, the displayed terms do not 
only differ in size but also in their lightness value: the light end side of the scale is 
used for small degrees of certainty in the classification and the dark end side for 
almost sure classifications.  

Note that not all terms from the category view appear in the cluster view. This may 
be because they are contained in a cluster which has not been assigned a headline or 

in a cluster which is too small (≤ 2 elements) to be displayed. 

Detailed word view. The detailed word view depicts information centered around 
one focus word. It consists of four parts as shown in figures 4 and 5.  

Figure 4: Ord i Dag detailed word view: usage and co-occurrence graph for fugleinfluensa (bird 
flu) on the 15th of March 2006. 

First there are links back to the daily overview and pages explaining the process of 
selection and the collected materials (1). Then for the focus word and each of its 
forms a full list of occurrences in the daily corpus is given with the focus word 
emphasized in bold font style (2). For each sentence, a source reference contains a 
backlink to the original newswire article.  The last two elements in the detailed view 
are an association graph (3) of co-occurrences and a combined frequency and co-
occurrence graph for the focus word and the top co-occurrences of the focus word (as 
shown in figure 5). In the following section, these graphs are explained in detail. 

4.2 Graphical Interface 

Association Graph. For the association graph a selected fixed size set of sentence 
based co-occurrences is retrieved according to the co-occurrences' likelihood ratio 
[14]. As an additional constraint it is required for each node to have edges with at 
least the focus word and one more word from the set. The resulting graph is laid out 
fully automatically using simulated annealing as described in [15], helping the user to 
rapidly gain an overview of correlated terms. 

(1) 

(2) 

(3) 
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Frequency / Co-occurrence Graph 

 

Figure 5:  Frequency / co-occurrence graph displaying the focus word fugleinfluensa (1) for a 
specific date (2) with its eight most significant co-occurrences (3). The frequency graph (4) 
displays the time-dependent development of those words’ relative frequencies in logarithmic 
scale on a date line (5). The co-occurrence matrix (6) displays whether joint peaks are 
significant. 

4.3 Machine Readable Output 

The selected terms are also made accessible in machine readable format as one RSS 
2.0 (Really Simple Syndication) feed per category for use with RSS readers and for 
content syndication. The feeds contain a list of the words of the current day, their 
frequency and links to the respective pages of the web interface. The RSS feeds are 
linked from the overview page of the Ord i dag in a way that they are automatically 
offered to an RSS autodiscovery enabled web browser such as Mozilla Firefox. As a 
fallback the feeds are also listed on an overview page at 
http://wortschatz.uni-leipzig.de/wdtno/RSS/. 

The RSS-feeds of the German version of Wörter des Tages, available from 
http://wortschatz.uni-leipzig.de/wort-des-tages/, are used by 
the publishing house Langenscheidt to get a reasonably sized and up-to-date selection 
of words that are proposed to learners of English on their website.  

5 Conclusion and further work 

The implementation of Ord i dag shows the language independency of the framework 

developed by the Wortschatz project (http://www.wortschatz.uni-

leipzig.de, [16]). Although a range of language- and data source specific 

amendments had to be carried out for the Norwegian version, the original framework 
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is for the most part implemented directly with the Norwegian newspaper corpus as 
data source. Similar implementations could be carried out quite easily for other 
languages, provided the existence of sufficient corpus resources that are updated on a 
daily basis. But much more important than the potential of implementations for 
further and similar languages, the applications that now exist for Norwegian data can 
be used for a diversity of language related research. Some of these branches of 
research will be outlined in the remainder. 

5.1 Neologisms 

As the corpus consists of daily collected texts from newspapers on the web, it offers a 
convenient opportunity to monitor the rise and decline of words. The corpus can be 
consulted for information on when a word is used for the first time, how the 
frequency of use increases or decreases over time and ultimately when a word ceases 
being in common use. This is interesting on the one hand from a diachronic linguist's 
point of view; how long does it take before a new noun or name, such as Google, is in 
use as a verb, such as to google, or an adjective, such as googled information? On the 
other hand, this information can be of practical use as well, by providing a means of 
easy and fast creation of updated dictionaries of neologisms, or new words. But not 
only new singular terms, also new combinations of existing terms, be it multi-word 
units or simply new associations, can be tracked. 

5.2 Trend monitoring 

A further application is trend monitoring, a task that has received increased 
commercial interest in recent years (see: [17], part III). By consulting the corpus we 
can for instance see how long a certain case is covered by the media. How long does 
it take before the newspapers stop writing about a particular case? Do certain cases re-
appear in the media after a time? Are there foreseeable time intervals between the re-
occurrences of such cases? Through analyses of co-occurrences, we can also say 
something about the co-dependency of the media profiling of cases; do certain cases 
trigger the emergence of other cases? These analyses diverge from traditional 
commercial media monitoring in one important aspect: rather than monitoring a set of 
predefined keywords, we can monitor on a more objective basis, essentially 
monitoring language use as well as media. The information obtainable through a 
media monitoring analysis of corpus data is of interest for several fields of research, 
ranging from linguistics, via humanities, to economic fields. 
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