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Abstract

This paper presents a system for document-
level and aspect-based sentiment analysis,
developed during the inception of the Ger-
mEval 2017 Shared Task on aspect-based
sentiment analysis (ABSA) (Wojatzki et al.,
2017). It is a fully-featured open-source so-
lution that offers competitive performance
on previous tasks as well as a strong per-
formance on the GermEval 2017 Shared
Task. We describe the architecture of the
system in detail and show competitive eval-
uation results on ABSA datasets in four
languages. The software is distributed un-
der a lenient license, allowing royalty-free
use in academia and industry.

1 Introduction

Sentiment analysis has gained a lot of attention
in recent years in the CL/NLP community. Ag-
gregating over the sentiment in a large amount of
textual material helps governments and companies
to deal with the large increase of user-generated
content due to the popularity of social media. Com-
panies can react to upcoming problems and prepare
strategies to help users to navigate reviews and to
improve their reputation.

While determining document-level sentiment
can be framed as a classification task with two or
three classes (positive, negative, possibly neutral),
identifying and evaluating aspect-based sentiment
is more challenging: here, we are not only inter-
ested in the polarity of the sentiment, but also to
what particular aspect the sentiment refers to – for
example people might express in the same prod-
uct review that they like the high-resolution screen
of a phone while complaining about its poor bat-
tery life. Aspects are typically classified into a
flat taxonomy, and are lexicalized in opinion target
expressions (OTEs), which shall be identified by
ABSA systems.

Even though a steady number of sentiment anal-
ysis tasks have been conducted in the past years on
aspect-based as well as other flavors of sentiment
analysis, e.g. (Pontiki et al., 2015; Pontiki et al.,
2016; Wojatzki et al., 2017), participants mostly
do not share their systems, so that others could use
or extend them. Even if systems are shared, they
are usually not easy to operate, since they typically
stay on the level of research software prototypes.
A notable exception is Stanford’s CoreNLP project,
which however only performs document-level sen-
timent on English (Socher et al., 2013).

In this paper, we present a fully-featured open-
source1 system for ABSA. Configurations regard-
ing the use of features or the choice of training
data can be shared, enabling reproducible results.
Our system is flexible enough to support document-
level and aspect-based sentiment analysis on multi-
ple languages. Since we also provide feature induc-
tion on background corpora as part of the system,
it can be applied out of the box.

We focus on engineering aspects. For related
work regarding aspect-based sentiment analysis,
we refer to the task description papers cited above,
as well as recent surveys, e.g. (Medhat et al., 2014).

2 Architecture

The system is designed as an extensible framework
that can be adapted to many different datasets. It
is able to perform document-level classification as
well as the identification of opinion target expres-
sions (OTEs). NLP pre-processing is engineered in
the UIMA framework (Ferrucci and Lally, 2004),
which contributes to adaptability and modularity.
It is a full-fledged system that contains all stages
of preprocessing, from reading in different data
formats over tokenization to various target outputs,
and is aimed at productive use.

1The system is available under the permissive Apache Soft-
ware License 2.0, http://apache.org/licenses/
LICENSE-2.0.html
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Figure 1: The system workflow of the LT-ABSA system

2.1 Execution and Workflow

The general workflow consists of three major steps
(see Figure 1). To prepare model creation, we per-
form feature induction (1). This step has to be con-
ducted only once when creating a model for a new
language or domain. The operator can provide an
in-domain corpus to induce features derived from
whole-corpus statistics, like tf-idf scores. Further-
more, we support the corpus-informed extension
of word lists, such as augmenting a list of posi-
tive words with similar words from a background
corpus, as described in more detail below. While
our system also uses word embeddings as features,
their training is not part of our system but needs to
be done externally.

In the training step (2), models are trained us-
ing labeled training data. The processing pipeline
includes readers for several formats to create a doc-
ument representation, language-specific NLP tools
and feature extractors to to create feature vectors.
We train machine learning models on these fea-
ture representation in order to support two general

setups: document-level classification into an arbi-
trary number of classes, and sequence tagging for
extracting spans, such as OTEs.

Finally, the models are used for the classification
of new documents (3). This step supports the same
file formats and conducts the same feature extrac-
tion as in the training step. Additionally, we have
included a small web server with an RESTful API
with HTML and JSON output (see Listing 1 for an
example).

The NLP pipeline includes the rule-based seg-
menter described in Remus et al. (2016), which
allows adapting the tokenization to the target do-
main, e.g. handle hashtags, cashtags and other
types of tokens for social media content. For POS
tagging, we rely on OpenNLP2 for the reason of
license compatibility.

3 Features

In this section, we describe our feature induction
on background corpora and list the features for

2http://opennlp.apache.org/



{
"aspect": {

"label": "DB_App_und_Website#Haupt",
"score": 0.21274166800759153

},
"aspect_coarse": {

"label": "DB_App_und_Website",
"score": 0.228312850597364

},
"input": "Die App funktioniert nicht, nichts geht mehr",
"relevance": {

"label": "true",
"score": 0.8396798158862353

},
"sentiment": {

"label": "negative",
"score": 0.46157282933962135

},
"targets": ["App"]

}

Listing 1: Example response from the web API

document-level classification with support vector
machines (SVMs) and sequence tagging with a
conditional random field (CRF).

3.1 Feature Induction

Background Corpus We use an in-domain cor-
pus to induce features and semantic models. E.g.,
for the background corpus on the GermEval 2017
dataset, we used a web crawl obtained by the
language-model-based crawler of (Remus and Bie-
mann, 2016). If in-domain data is not available,
we still recommend to perform feature induction
with a background corpus from the same language,
On the background corpus, we compute a distribu-
tional thesaurus (DT) (Biemann and Riedl, 2013)
and a word2vec model (Mikolov et al., 2013) us-
ing the according software packages, which are
not part of the distribution. However, we provide
the models as well as usage instructions on how to
compute them. Further, we compute inverse doc-
ument frequencies (IDF) of words (Spärck Jones,
1973).

Training Data Using the training data and the idf
scores, we determine the tokens with the highest
tf-idf scores for each document-level class. The top
30 tokens for each class are used as binary features.

Polarity Lexicon Expansion Assuming the ex-
istence of a polarity lexicon (e.g. Waltinger (2010)
for German), we automatically expand such lexicon
for a language using the method described in our
previous work (Kumar et al., 2016): First, we col-
lect the top 10 distributionally most similar words

for each entry in each polarity class (positive, nega-
tive, sometimes also neutral). Then, we filter these
expansions by a minimum corpus frequency thresh-
old of 50 in the background corpus. Next, we only
keep the expansions that were present in at least 10
of the seed terms. While distributional similarity
does not preserve polarity, described aggregation
strategy results in a high-precision high-coverage
domain-specific polarity lexicon.

For all expansion terms, we calculate the nor-
malized scores for each polarity, resulting in a real-
valued weight for each polarity.

3.2 Document-Based Classifier
We use a linear SVM classifier (Fan et al., 2008)
for document-based classification. As the feature
space is fairly large and sparse (100+K features
for GermEval 2017), we can resort to a linear ker-
nel and do not require more CPU-intensive kernel
methods.

• TF-IDF: We calculate the tf-idf weights for
each token using the IDF from the background
corpus and the frequency of the token in the
current document, using token weights as fea-
tures. The overall TF-IDF feature vector is
normalized with the L2 norm.

• Word Embeddings: We use word em-
beddings of 300 dimensions trained with
word2vec (Mikolov et al., 2013) on back-
ground corpora. For the document represen-
tation, word representation for each word is
obtained and then averaged up to get a 300



dimensional feature vector. Word embed-
ding averaging is done unweighted as well as
weighted by the token’s tf-idf score. Finally,
the averaged feature vector is normalized us-
ing the L2 norm.

• Lexicon: This feature class allows to supply
word lists, recording their presence or absence
in a sparse feature vector. We use this feature
class for supplying polarity lexicons to our
classifier.

• Aggregated Lexicon: This feature class also
relies on word lists with labels, but aggregates
over words from the same class: we supply
the relative amount of positive, negative and
neutral words in the document, normalized by
document length.

• Expanded Polarity Lexicon: We use the in-
duced expanded polarity lexicon to generate a
low-dimensional feature vector (2-3 features).
The expanded polarity lexicon provides a po-
larity distribution for each term, e.g., schnell
(fast) – 0.32 (neg-value) – 0.68 (pos-value).
We use this feature by summing up the dis-
tributions of the tokens that appear in the ex-
panded lexicon and averaging them.

3.3 CRF
The CRF classifier (Okazaki, 2007) is used for
annotation of Opinion Target Expressions, cast in
a sequence tagging setup. It uses the following
symbolic features in the ClearTk3 framework:

• current token (surface form + lowercased)

• POS tag

• lemma (not available for all languages)

• character prefixes (2–5 characters)

• suffixes (2–5 characters)

• capitalization

• numeric type (identifies types, when numbers
are present; e.g. digits, alphanumeric, year)

• character categories (patterns based on Uni-
code categories)

• hyphenation

These features are computed in a window of +/–
2 tokens around the target token.

3http://cleartk.github.io/cleartk/

4 Results

In the experimental results reported below, we have
used the following background corpora for fea-
ture induction: For German, we have compiled
a corpus from a focused webcrawl (Remus et al.,
2016). For the SemEval tasks, we employ COW
(Schäfer, 2016) web corpora4 for English, Spanish
and Dutch.

4.1 GermEval 2017 Shared Task
The GermEval 2017 Shared Task on ABSA (Wo-
jatzki et al., 2017) features a large German dataset
consisting of user-generated content from the rail-
way transportation domain. There are four subtasks
that cover document-based and aspect-based sen-
timent analysis. Participants should classify the
binary relevance and the document-level sentiment
in Subtasks A and B. Next, they should identify
aspects in the document and their corresponding
sentiment (Subtask C). Finally, OTEs are identified
by span and labeled with an aspect and a senti-
ment polarity in Subtask D. The task features two
test sets: documents from the same period as the
training data (synchronic) and documents from a
later point in time (diachronic). For evaluation,
micro-averaged F1 scores are used.

Our system has been developed in the same
project that funded the creation of the dataset used
in GermEval 2017. Naturally, as the organizer’s
entry, it did not compete in the shared task. Never-
theless, we report the ranks our system would have
obtained in this task.

Table 1 presents the results on the synchronic
dataset and Table 2 on the diachronic dataset. Our
system outperforms all baselines and would have
ranked highly in the competition, outperforming
most submissions on almost every task. On Sub-
tasks A and B, our system is outperformed by a
small margin, on Subtasks C and D, we show the
best performance overall. We conclude that LT-
ABSA is a highly competitive system for sentiment
classification on German.

4.2 SemEval-2016 Task 5: Aspect Based
Sentiment Analysis

The SemEval-2016 task on aspect-based sentiment
analysis (Task 5; (Pontiki et al., 2016)) is compa-
rable in structure to Subtasks B, C and D in the
GermEval-2017 evaluation. While the overall task
was conducted on datasets in eight languages and

4http://corporafromtheweb.org/



Table 1: GermEval 2017 results, synchronic testset (F1 score)

System Relevance Sentiment Aspect Aspect + Sentiment OTE (exact) OTE (overlap)

MCB 0.816 0.656 0.442 0.315 – –
Baseline system 0.852 0.667 0.481 0.322 0.170 0.237
Best contender 0.903 0.749 0.482 0.354 0.220 0.348
Our system 0.895 0.767 0.537 0.396 0.229 0.306
Rank 3 1 1 1 1 2

Table 2: GermEval 2017 results, diachronic testset (F1 score)
System Relevance Sentiment Aspect Aspect + Sentiment OTE (exact) OTE (overlap)

MCB 0.839 0.672 0.465 0.384 – –
Baseline system 0.868 0.694 0.495 0.389 0.216 0.271
Best contender 0.906 0.750 0.460 0.401 0.281 0.282
Our system 0.894 0.744 0.556 0.424 0.301 0.365
Rank 3 2 1 1 1 1

Table 3: Results on SemEval-2016, Task 5
Dataset System SB1, Slot 1 (F) SB1, Slot 3 (Acc) SB2, 2 (Acc)

English Baseline 0.599 0.765 0.743
Restaurants Top system 0.730 0.881 0.819

LT-ABSA 0.651 0.782 0.731
Rank 16 19 5

English Baseline 0.375 0.700 0.730
Laptops Top system 0.519 0.828 0.750

LT-ABSA 0.412 0.736 0.675
Rank 17 12 5

Dutch Baseline 0.428 0.693 0.732
Restaurants Top system 0.602 0.778 –

LT-ABSA 0.578 0.824 0.863
Rank 2 1 –

Spanish Baseline 0.547 0.778 0.745
Restaurants Top system 0.706 0.836 0.772

LT-ABSA 0.586 0.821 0.797
Rank 9 2 1

multiple domains, we have only experimented with
the English, Spanish and Dutch datasets. Table 3
presents the results, again with ranks that our sys-
tem would have obtained in the task. We report
scores on Subtask 1, Slots 1 (Sentence-level As-
pect Identification) and 3 (Sentiment Polarity), and
on Subtask 2, Slot 2 (Document-level Sentiment
Polarity).5

5We used our system out-of-the-box, without adaptation
to the tasks. E.g., in Subtask 2, the entities are already given
and need to be classified. We also identify the aspects.

Overall LT-ABSA is able to beat all baselines
for the reported slots. Only for SB2, Slot 2 on
English, where the baselines rank in the middle,
we are outperformed by the baselines. The perfor-
mance varies across tasks. For the highly contested
English datasets, we rank in the lower midfield for
SB1 and in the top 5 for SB2. For the less contested
Spanish and Dutch datasets, we show a competitive
performance.



5 Conclusion

We present a flexible, extensible open source sys-
tem for document-level and aspect-based sentiment
analysis and have reported state of the art results
on two shared tasks in four different languages.
Code and documentation are available on GitHub.6.
We also provide complete feature sets and trained
models for all experiments reported in this paper.7
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