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Abstract

In this paper, we present experiments on
POS tagging historical texts that contain
spelling variation. The experiments are
conducted in a low-resource scenario with
a small amount of training data (here:
12,000 tokens). We investigate different
ways of dealing with spelling variation in
such a situation on different variants of his-
torical German. Firstly, we add character
n-grams as features to the tagger to enable
it to learn spelling variation. Our tagging
experiments show that this improves accu-
racy when there is enough variation in the
data, but leads to a decrease in accuracy if
the amount of variation is low. Secondly,
we preprocess the data before training and
applying the tagger, reducing spelling vari-
ation by normalization, rule-based simplifi-
cation and substitution of spelling variants.
All three methods improve tagging accu-
racy in comparable levels. Since normal-
ization has the drawback of requiring addi-
tional resources, we recommend rule-based
simplification and substitution of spelling
variants for low-resourced settings. Finally,
we evaluate the utility of additional unla-
beled data to create word embeddings and
employing external resources, which we
use to further improve tagging accuracy.

1 Introduction

When developing a part-of-speech (POS) tagger
for historical texts, one has to deal with multiple
problems that are not encountered with standard
texts. One of these problems is the low-resource
nature of historical texts: Annotated training data
is sparse and also unlabeled data for supporting
domain adaption methods and semi-supervised ap-
proaches is not as readily available as for most

contemporary languages. Furthermore, historical
texts do not have a fixed orthography and therefore
exhibit spelling variation, which means that words
are spelled differently across time and region—and
often even within one and the same text. To address
these issues, many approaches perform normaliza-
tion, i.e. a mapping of word tokens to a contempo-
rary standard form, for the purposes of reducing
the variation and for making available language
resources applicable. For German, work in that di-
rection is mainly concerned with Early New High
German (1350–1650) or newer texts.

In this paper, we perform experiments on his-
toric variants of German, that are either older
than Early New High German—Middle High Ger-
man (1050–1350)—or historical variants of Low
German, a German dialect—Middle Low German
(1250–1650). These texts differ substantially more
from contemporary Standard German than Early
New High German. Therefore, we do not aim to
apply a POS tagger developed for contemporary
German to the data after normalization. Instead,
we train a POS tagger directly on the data, limit-
ing ourselves to a set of about 12,000 tokens for
training. In order to overcome the problems that
spelling variation poses to statistical tagging, we
experiment with different techniques: We compare
the effects of using an adapted feature set for the
tagger, reducing the spelling variation before tag-
ging and making use of additional information from
external resources.

2 Related work

Techniques for dealing with the problems that his-
torical texts pose for POS tagging, in particular
spelling variation, can roughly be categorized into
three categories:

1) Development of specialized taggers. One
approach is to develop a specialized part-of-speech
tagger that deals with spelling variation directly,
e.g. by including specific features. One example for
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this is Koleva et al. (2017)’s solution, who present
experiments on Middle Low German texts with a
memory-based learner and a conditional random
field tagger with differing sets of features including
prefix and suffix n-grams. The authors conclude
that a tagger using such features handles spelling
variation itself, while normalization only leads to
marginal improvements for tagging accuracy.

In Section 5, we present experiments with adding
additional features to a part-of-speech tagger.

2) Reduction of spelling variation. Another
approach is to deal with spelling variation in a pre-
processing step and apply a generic part-of-speech
tagger afterwards. Dipper (2010) performs tagging
experiments on a corpus of Middle High German
texts in three different versions: A strict transcrip-
tion that captures many peculiarities of the script,
for example superposed characters, a simplified
version, where most of these peculiarities are re-
moved, e.g. superposed characters are brought into
sequence, and a normalized version where spelling
variants are reduced by mapping the words to an
artificial Middle High German standard that is tradi-
tionally used by philologists. Dipper’s experiments
show that training and tagging lead to better results
with less variable variants: Normalized data is bet-
ter than simplified data, which in turn is better than
using the strict transcription.

One limitation here is that the normalization of
the Middle High German texts has been done only
semi-automatically and—to our knowledge—there
is no previous work that explores the utility of auto-
matic normalization in the sense of mapping words
to a standard form when training a tagger except
the work of van der Goot et al. (2017), who present
experiments on English tweets. They come to the
conclusion that while normalization improves tag-
ging accuracy, using word representations obtained
from a large amount of unlabeled data gives lager
improvements. Combining both only leads to small
further improvements.

Logačev et al. (2014) as well as Barteld et al.
(2015) aim at reducing spelling variation by detect-
ing likely pairs of spelling variants and substitut-
ing unknown words with a known word that is a
spelling variant. Another way to reduce spelling
variation is rule-based simplification, employed
e.g. by Adesam and Bouma (2016) for POS and
morphological tagging.

In Section 6, we present experiements with rule-
based simplification, normalization and spelling-

variant detection for reducing variation.
3) Usage of external resources. The usage of

external resources mainly aims at overcoming the
lack of training data. In addition to preprocess-
ing the historical data before training and applying
a part-of-speech tagger as described above, nor-
malization of non-canonical texts can be—and is
usually—used to make them accessible for stan-
dard language tools by mapping historic word
forms to their contemporary cognates in order to
apply the respective tools—a tagger or other re-
sources developed for contemporary texts—to the
historical data, achieving reasonable results (Boll-
mann, 2013; Tjong Kim Sang et al., 2017).

As normalization cannot deal with all deviations
of historical texts from their modern equivalents
that have an effect on POS tagging such as syntactic
changes, there are also experiments to combine
normalization with domain adaptation (Yang and
Eisenstein, 2016).

In Section 7, we present experiments with using
normalization in order to apply an existing tagger
to the Middle High German data and additional
unlabeled data for training word embeddings.

We cannot compare our work to the results of
these studies directly as they use different, mostly
unpublished datasets.

3 Data

Publicly available annotated corpora for historical
German that allow for experiments on different
techniques for POS tagging have become available
only recently.

We use texts from two different historical vari-
ants of German: Middle High German (1050–
1350) and Middle Low German (1200–1650). The
texts are extracted from the Reference Corpus Mid-
dle High German (ReM) (Klein et al., 2016) and
the Reference Corpus Middle Low German (ReN)
(ReN-Team, 2018). ReM consists of 394 texts with
2,448,379 tokens annotated with part of speech
(POS), morphology, lemma and a normalized Mid-
dle High German form. At the time of writing, ReN
is still work in progress. The data for our experi-
ments comes from its pre-release 0.6 consisting of
50 texts with 339,664 tokens annotated with POS,
morphology and lemma.

While these two corpora allow for training tag-
gers for Middle High and Middle Low German
with a good amount of training data, for researchers
working with historical texts from other periods or
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specific genres, training data is sparse. We want
to simulate such a true low-resource setting in our
experiments and, therefore, limit ourselves to a se-
lection of six texts from each of the corpora and
train the taggers on only about 12,000 tokens as
Schulz (2018) shows for Middle High German that
the learning curve flattens after 12,000 tokens. Af-
ter that, adding 2,000 tokens more as training data
only leads to small improvements below 1%. This
suggests that 12,000 tokens would be a good start
in a setting where training data for a tagger needs
to be generated.

ReM and ReN consist of texts from different
points in time and different dialect areas. For our
selection, we pick texts that come from similar
points in time and dialects to minimize the amount
of spelling variation that is due to temporal and
dialectal differences.

ReM consists of different subcorpora. We limit
our selection to texts from its MiGraKo subcorpus
and use only prose texts from the upper German
dialect area from the first half of the 13th century.
This selection leads to six texts.

For ReN, we limit the data to texts from the
14th century, taking four texts from Northern Low
Saxon and two texts from Eastphalian.

In both corpora, the texts have been manually
tokenized and split into sentences. We use these
segmentations for our experiments. As training
data, we use roughly the first 2,000 tokens (always
using complete sentences) from each text of both
datasets. This simulates the approach where a POS
tagger for a low-resourced language is created by
annotating the beginnings of texts used for training
a model that automatically annotates the remaining
parts of the texts. For development, we use the
following 1,000 tokens and for testing the next
1,000 tokens (again, complete sentences).

The corpora present tokens in three different
versions, which we exemplify with the word biſt
(‘(you) are’)1:

1. transcription: This version uses specific
markup developed in the projects and en-
codes a lot of the peculiarities of the script,
e.g. *(b*)i$t|, where *(X*) indicates the usage
of an initial, $ encodes a long s (ſ) which was
used nearly interchangeably with the graph s

1They are called trans, utf and ascii in the CorA-
XML format (https://cora.readthedocs.
io/en/latest/document-model/\#
token-representations).

and | encodes that there is no space after this
word.

2. strict: This version encodes many of the pe-
culiarities using unicode, but does abstract
away from features of the text such as initials,
e.g. biſt.

3. simple: This version removes variation by
mapping non-ASCII characters to their ASCII
counterparts, e.g. the long s (ſ) to s, as in bist.
This version has been created with rule-based
mappings.

For our experiments, we use the strict and the
simple version. The strict version captures a lot of
the spelling variation in the texts while not using
project-specific markup, so models trained on this
version will be more useful with other resources.
The simple version is used for experiments on re-
ducing spelling variation with rule-based simplifi-
cations. With ReN, simple does not deviate much
from strict. Here we use the rules presented in
Koleva et al. (2017) to prepare a simplified version.
Capitalization is ignored in all experiments.

Table 1 shows statistics on the datasets. The
POS and morphological annotations are done with
tagsets derived from the Standard German STTS
(Schiller et al., 1999), namely HiTS (Dipper et al.,
2013) for ReM, and HiNTS (Barteld et al., 2018) in
the case of ReN. These tagsets are very fine-grained.
One specificity introduced in HiTS is the usage of
two types of POS tags: a context-specific tag and
a lexeme-specific tag. For our experiments we use
the concatenation of both tags as POS tag. Spelling
variation is measured by giving the proportion of
morphological words that are realized by more than
one type in the data (Barteld, 2017).

ReM ReN
Size of training set 12,108 12,025
Size of development set 6,064 6,024
Size of test set 6,062 5,667
Number of tags in training set 79 70
Training set variation (strict) 22.81% 18.11%
Training set variation (simple) 18.12% 16.81%

Table 1: Dataset statistics.

4 Baselines

We train available taggers on the data to establish
some baselines: RFTagger, an HMM tagger using
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decision trees to estimate the probabilities (Schmid
and Laws, 2008), HunPos (Halácsy et al., 2007), a
re-implementation of TnT (Brants, 2000) an HMM
tagger using trigrams and Marmot, a CRF tagger
(Müller et al., 2013). The taggers are trained with
standard settings.2

Table 2 shows the results for the tagger on the
strict version of the datasets.3 Marmot leads to
the best results across both datasets. Significant
improvements over the tagger below are marked
with ‘*’.4

Tagger ReM ReN
Marmot 84.05* 85.44
HunPos 82.32 84.78*
RFTagger 81.68 83.95

Table 2: Baseline tagging accuracies (develop-
ment). ‘*’ marks a significant improvement over
the tagger below.

In the following sections we look into how to
improve these results with 1) additional features, 2)
reduction of spelling variation and 3) the usage of
external resources.

5 Features for dealing with spelling
variation

Spelling variation increases the risk for a tagger to
encounter unknown words, however spelling vari-
ants themselves will show a large character over-
lap. Therefore, taking subword information into ac-
count seems promising for tagging historical texts,
as Dipper (2010) pointed out. In this section, we
present experiments on tagging the strict version
of the texts using character n-gram features.

All of the baseline taggers already use character
n-gram information in some way. Both RFTagger
and HunPos use suffix information to estimate tag
probabilities for unknown words, the maximum
length of the suffixes is set to 7 (RFTagger) and 10
(HunPos). Marmot uses prefixes and suffixes up to
a given length as features for rare words, length 10
in the standard settings. To get an insight about the
impact of subword information, we set the maxi-
mum affix length for Marmot to {4,7,10,13,16}.

2HunPos crashes if no token consisting only of digits exists
in the training data. Therefore, we added a dummy token to
the ReM data.

3Tagging results are given as accuracies in percentage
points.

4For all tests in this paper we use McNemar’s test (McNe-
mar, 1947) with continuity correction (Edwards, 1948) and a
significance level of 0.05.

Next to prefix and suffix features, Marmot also
allows to use infix features, which is disabled by
default. The length of the infixes is also governed
by the maximum length parameter. The results for
the different lengths with and without the usage of
infixes are given in Table 3.

Max. length Infix ReM ReN
16 + 84.83* 85.91
13 + 84.83* 85.91
10 + 84.84* 85.94
7 + 84.88* 85.86
4 + 84.93* 85.89

16 - 84.07 85.51
13 - 84.12 85.51
10 - 84.05 85.44
7 - 84.15 85.38
4 - 83.94 84.88#

Table 3: Character n-gram features (development).
‘*’ marks a significant improvement over the stan-
dard settings (Max. length 10, without infixes), ‘#’
marks a significant loss in performance.

While the best settings differ for the datasets,
there are two general points: 1) Without infix fea-
tures, the numbers show that the increase from 4 to
7 leads to a high increase in accuracy while higher
affix lengths only change the accuracy marginally,
so the default value of 10 is a reasonable choice
for our datasets as well. 2) Adding infix features
leads to improvements for both datasets, however
they are only significant in the case of ReM. The
maximum length of character n-grams does not
lead to significant differences in the accuracy when
using infix feature. We use length 4 for further
experiments.

In the default settings of Marmot, rare words
are defined as words with a training data frequency
of up to 10. For Modern German, Marmot has
been trained on the first 40,474 sentences of the
TIGER treebank (Müller et al., 2013). This is a
substantially larger dataset than the 12,000 tokens
used here. Hence, using the same frequency thresh-
old leads to an effectively lower threshold for rare
words. Still, it might be useful to include char-
acter n-grams for more words in order to enable
the tagger to learn spelling variation. We experi-
ment with setting the maximum frequency for rare
words to {5,10,15,20,25,30,35,40,∞}. The re-
sults in Table 4 show that 10 is a reasonable default:
Higher thresholds up to 30 seem to give better re-
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sults but the improvements are not significant. We
set the rare words frequency to 30 for further ex-
periments as this gives the best results for both
datasets. Adding the features to all words (∞) does
not improve the tagging accuracy.

Freq. ReM ReN
∞ 84.81 86.09

40 84.89 85.91
35 84.93 86.06
30 85.06 86.16
25 85.03 86.12
20 84.86 86.04
15 85.04 86.16
10 84.93 85.89
5 84.96 85.61

Table 4: Different frequency thresholds for rare
words (development).

To conclude these experiments: Tagging accu-
racy for both datasets can be improved by adding
infix features and using higher frequency thresh-
olds for rare words than for Modern German. The
utility of these features seems to depend on the
amount of spelling variation in the data as the dif-
ferences are higher for ReM, which has a higher
proportion of variation. In the remainder of the
paper, we call Marmot with the original feature set
Marmot-orig and with the tweaked feature set—
using prefixes, suffixes and infixes of length up
to 4 for words with a frequency up to 30 in the
training data—Marmot-hist. Table 5 gives a com-
parison of both on the test sets. While Marmot-hist
is significantly better than Marmot-orig for ReM,
for ReN Marmot-orig is better than Marmot-hist,
however, the difference is not significant.

Tagger ReM ReN
Marmot-hist 85.86* 83.71
Marmot-orig 84.28 84.15

Table 5: Tagging results for Marmot with original
feature set (Marmot-orig) and a feature set tweaked
for historical texts with spelling variation (Marmot-
hist) (test). ‘*’ marks a significant improvement of
Marmot-hist over Marmot-orig.

6 Reducing spelling variation

In the previous section, we have looked into char-
acter n-gram features to enable the tagger to bet-
ter deal with spelling variation. An alternative

approach is to preprocess the texts and remove
spelling variation before applying the tagger. In
this section, we look into different ways to achieve
this and their interaction with the enhanced feature
set of Marmot-hist.

A simple way to reduce spelling variation is to
design a set of rewrite rules in order to conflate
spelling variants. One example for Middle High
German would be to substitute the long s (ſ) with
a regular round s, removing the variation between
these two characters. For experiments with this
approach, we use the simple version of the texts.
Table 6 contains the tagging accuracy when train-
ing and tagging on simple. For ReM the accuracy
improves significantly by nearly 1% with Marmot-
hist. Marmot-orig even improves further, rendering
the differences between both settings as insignifi-
cant, indicating that the infix features actually cap-
ture spelling variation and are less useful in situa-
tions with less variation. For ReN, simplification
only improves the tagging results for Marmot-orig.

Tagger ReM ReN
Marmot-hist 85.98* 86.12
Marmot-orig 85.55 85.81

Table 6: Tagging accuracy with simplification (de-
velopment). ‘*’ marks a significant improvement
over tagging the strict version with Marmot-hist.

To further investigate the impact of using
infix features, we again experiment with set-
ting the maximum frequency for rare words to
{5,10,15,20,25,30,35,40,∞}. Table 7 shows that
infix features help to improve the tagging accuracy,
however with less variation it is better to add them
to fewer words: For ReN, thresholds of 35 and 40
show a significant drop in performance compared
to a threshold of 10.

Dipper (2010) has already shown that making
use of normalization leads to even further improve-
ments regarding Middle High German. Normal-
ization abstracts away from dialectal differences.
An example for this is the Middle High German
maiſters (‘master’), its simplified version is mais-
ters with the long s changed to a round s. Its normal-
ized version again is meisters, which abstracts away
from a general variation between ai and ei in Mid-
dle High German. In the semi-automatically nor-
malized version of the ReM training data5—there

5For some types, e.g. punctuation, no normalization is
given. In this case, we use the simple version.
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Freq. ReM ReN
∞ 85.85 86.29

40 85.82 85.92#
35 85.92 85.99#
30 85.98 86.12
25 85.78 86.14
20 85.95 86.19
15 85.95 86.30
10 86.02 86.49
5 85.92 86.14

Table 7: Different frequency thresholds for rare
words with simplification (development). ‘#’ marks
a significant loss in performance compared to the
max.frequency setting of 10.

is no normalized version of ReN available—only
5.56% of the morphological words are realized by
more than one type, which is a substantial reduction
of spelling variation (cf. Table 1).

For experiments on automatic normalization of
the ReM texts we use cSMTiser,6 a normaliza-
tion tool using character-level machine translation
that was one of the best performing systems in the
CLIN27 Shared Task (Tjong Kim Sang et al., 2017).
The techniques have been described in Ljubešić et
al. (2016) and Scherrer and Ljubešić (2016). Using
cSMTiser, we train a normalization model on the
normalization of the training set using only tokens.
The model normalized 86.23% tokens correctly on
the development set.7

Tagger Normalization ReM
Marmot-hist gold 89.51*
Marmot-orig 89.71*
Marmot-hist automatic 85.08
Marmot-orig 85.39

Table 8: Normalized Middle High German (devel-
opment). ‘*’ marks a significant improvement over
tagging the strict version with Marmot-hist.

Table 8 shows that tagging accuracy is signifi-
cantly higher when tagging the gold normalized
version than the strict version for both feature sets.
With automatic normalization the improvement
in tagging accuracy is lower. For the automat-
ically normalized data—as well as for the gold
normalization—using Marmot-orig leads to bet-

6https://github.com/clarinsi/csmtiser
7Training a model to normalize whole sentencens, thereby

including token context into the normalization, led to worse
results with the small amount of training data.

ter results than using Marmot-hist. Although the
difference is not significant this shows again that
the feature engineering was tailored to texts with
spelling variation.

As an alternative to normalization, we exper-
iment with spelling variant detection and substi-
tuting out-of-vocabulary (OOV) words with their
known spelling variant if possible (Barteld et al.,
2015). To get an impression on how much improve-
ment is possible with this technique, we calculate
upper bounds by substituting OOV words with the
most frequent spelling variant from the training
data if one exists. Spelling variants are defined by
having the same POS tag, morphology and lemma
(spellvar). As not only correct substitutions will
help the tagger but also substitutions with another
known word that just has the same POS or distribu-
tion might help (Barteld et al., 2015; Kolachina et
al., 2017), we also substitute OOV words with the
most frequent known type that has the same POS
(spellvarpos). Table 9 shows the results for these up-
per bounds. In contrast to the experiments with nor-
malization above, this time Marmot-hist performs
better than Marmot-orig. This can be explained
by the fact that the variation is not reduced in the
training data. With spelling variant substitution, we
achieve an improvement that is larger than the im-
provement obtained with automatic normalization
but lower than the upper-bound improvement with
normalization. Applying the not-so-strict defini-
tion of spelling variation, leads to substantial gains,
which we attribute to the fact that this excludes
unseen words in the task of POS tagging.

For automatic spelling variant detection, we ap-
ply a variant of the approach proposed in Barteld
(2017): For all unknown types in the development
data, we select all known types with a Levenshtein
distance (Levenshtein, 1966) of 1 as candidates and
filter this set using supervised machine learning. In
contrast to the work described in Barteld (2017), we
do not apply subsampling to the training data and
do not use a frequency threshold. Instead, we train
a bagging classifier as this addresses both, the im-
balanced data and the fact that training data might
contain examples that are falsely labeled as neg-
ative (PU-learning) (Galar et al., 2012; Mordelet
and Vert, 2014). As a base classifier, we use a
SVM as proposed by these works. Our implemen-
tation is available at https://github.com/
fab-bar/SpellvarDetection. It uses the
Python libraries Scikit-learn (Pedregosa et al.,
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ReM ReN
Tagger spellvar spellvarpos spellvar spellvarpos

Marmot-hist 86.71* 93.27* 87.30* 91.88*
Marmot-orig 86.20* 92.71* 85.67 91.50*

Table 9: Spelling variant substitution – upper bounds (development). ‘*’ marks a significant improvement
over tagging the strict version with Marmot-hist.

ReM ReN
Tagger spellvar spellvarnorm spellvarpos spellvar spellvarpos

Marmot-hist 85.69* 85.69* 85.46* 86.37 86.39
Marmot-orig 84.78 84.76 84.71 85.91 85.62

Table 10: Spelling variant substitution with automatic spelling variant detection (development). ‘*’ marks
a significant improvement over tagging the strict version with Marmot-hist.

2011) and Imbalanced-learn (Lemaître et al., 2017).
We only use aligned character n-gram features for
the SVM. From the spelling variants identified by
this method, the most frequent type (measured on
the training data) is chosen.

Training pairs for the spelling variant detection
can be obtained in different ways. We test three
settings: 1) using lemma, POS and morphology
(spellvar), 2) using the normalization (spellvarnorm)
and 3) using only POS (spellvarpos). While 1) and
2) will lead to reliable training data, option 3) leads
to more noisy training data, however this option is
especially interesting in the low-resource settings
as no additional annotation or data is needed.

Table 10 shows that substituting automatically
detected spelling variants for OOV words results
in improvements of the tagging accuracy that are
comparable to the improvements obtained with au-
tomatic normalization. As with the upper-bound
experiments, Marmot-hist gets better results. Us-
ing only the POS annotation gives results that are
only slightly worse than the ones with more reliable
training data. In the case of ReN, they are actually
even slightly better than those.

Table 11 shows a comparison of automatic nor-
malization, simplification and spelling variant sub-
stitution trained with lemma, POS and morphology
and only POS on the test set. All of the methods
for spelling reduction improve the respective tag-
ger. For ReM, the combination of Marmot-hist and
simplification leads to the best results. For ReN,
this combination leads to the second best result
with spelling variant detection using lemma, POS
and morphology for the training data leading to the
best results.

7 External resources

In the previous sections, we have limited ourselves
to using about 12,000 tokens as training data, for
some experiments exploiting annotations like nor-
malization or lemma. In this section, we exper-
iment with using other resources in addition to
the training data. These fall into two categories:
Word representations from additional unlabeled
data and—in the case of ReM—an existing tag-
ger.

For additional unlabeled data, we use the texts
from the corpora that are not used in the POS tag-
ging experiments. In the case of ReM these are
392 texts, 2,437,090 tokens, in the case of ReN
only 44 texts, 259,192 tokens. We try three dif-
ferent ways to obtain word representations from
these datasets: PPMI-SVD, Skip-gram with nega-
tive sampling (SGNS) (Mikolov et al., 2013) and
fastText (Bojanowski et al., 2017). For PPMI-SVD
and Skip-gram embeddings, we use hyperwords
(Levy et al., 2015). We run the tools with standard
settings on the additional texts and use the result-
ing word representations as an additional feature
for Marmot (Müller and Schütze, 2015). While
fastText allows to obtain representations for OOV
words by summing the representations of charac-
ter n-grams, we do not use this feature as Marmot
needs to be trained with a fixed set of word repre-
sentations. However, learning representations for
words and character n-grams simultaneously is —
according to Bojanowski et al. (2017)—beneficial
for small datasets and improves the representations
for rare words. It might help in the case of spelling
variation as well.

Table 12 shows the results. Using the hist-
feature set leads to the best results. All three em-
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ReM ReN
Tagger strict norm simple spellvar spellvarpos strict simple spellvar spellvarpos

Marmot-hist 85.86 87.02* 87.15* 86.47* 85.99 83.71 84.70 84.38 84.01
Marmot-orig 84.28 86.87* 85.88 85.14# 84.91# 84.15 84.45 84.81* 84.65*

Table 11: Spelling variant reduction (test). ‘*’ marks a significant improvement over tagging the strict
version with Marmot-hist for ReM and Marmot-orig for ReN, ‘#’ marks a significant loss in accuracy.

bedding approaches lead to improvements that are
comparable with the results obtained by automatic
normalization and spelling variant detection. fast-
Text gives the best results for both datasets, but
only for ReM the improvement is significant over
tagging the strict version with Marmot-hist. The
reason for the small improvement might be the
rather small amount of unlabeled data. Tuning
the hyperparameters of the embedding methods,
e.g. reducing the dimensionality, might yield fur-
ther improvements.

We also combine the embedding feature with
spelling variant detection trained with lemma, POS
and morphology, see Table 13. By combining both,
again there is a small improvement. For ReM, this
improvement is significant for all types of embed-
dings. For ReN, there is no significant improve-
ment over Marmot-hist, indicating that the combi-
nation of infix features and word representations
also covers a lot of the spelling variation.

For Middle High German, there exists an in-
dependently created POS model for the TreeTag-
ger (Echelmeyer et al., 2017). The tagset used
to train the model is coarse-grained, consisting of
only 18 tags. We use the tags predicted by this
tagger as an additional feature. We expect this
tagger to work better on the normalized version
of ReM than on the other versions, because the
TreeTagger model has been trained on data from
the Mittelhochdeutsche Begriffsdatenbank (Middle
High German Conceptual Database)8, which con-
tains texts from editions that consist of normalized
Middle High German. This is confirmed by the re-
sults of training Marmot-orig and Marmot-hist on
the strict version of the texts adding as additional
feature the tag produced by the TreeTagger model
a) on the strict version, or b) on the normalized
version, see Table 14.

When using the TreeTagger tags generated on
the strict version, there is no significant improve-
ment compared to tagging the text without the ad-
ditional feature. We conclude that we need normal-

8http://mhdbdb.sbg.ac.at/

ized input to get good improvement from the tagger
in this particular setting. Hence we also train our
tagger on the normalized data. As Marmot-orig
performs better for the normalized data, we only
use the original features. Table 15 shows the results
when training the tagger on normalized data with
added tags as predicted by the TreeTagger model.
Adding the tags as features leads to significant im-
provements only for automatic normalization.

8 Conclusion and further work

In this paper, we have investigated training a part-
of-speech (POS) tagger for historical German in
a low-resource setting—that is training with only
about 12,000 tokens—and looked into different
ways to deal with spelling variation.

Normalization as a means to reduce spelling vari-
ation has the biggest potential to improve the tag-
ging accuracy: Using gold normalization, tagging
accuracy improves from 84.05% to 89.71% on the
development set for ReM. It also enables the us-
age of tools for normalized Middle High German,
exemplified with an existing tagger, increasing the
tagging accuracy to 90.24%. However, when us-
ing automatic normalization with a character-based
SMT model trained on about 12,000 tokens, the tag-
ging accuracy drops to 87.35% with the additional
tagger for Middle High German and to 85.39%
without. While this is an increase of slightly over
1% in tagging accuracy, we evaluated alternative
ways to deal with spelling variation that result in
similar improvements without the requirement of
training a normalizer.

Firstly, we looked into using a specialized fea-
ture set for the POS tagger. By adding all character
n-grams instead of only prefixes and suffixes as
features for rare words and adapting the rare word
threshold, we were able to improve tagging accu-
racy to 85.06% for ReM. For ReN, the dataset with
less variation, the improvment in accuracy is not
significant on the development set. On the test set,
the original feature set even leads to better results.
This shows that when training a POS tagger on data
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ReM ReN
Tagger PPMI-SVD SGNS fastText PPMI-SVD SGNS fastText
Marmot-hist 85.26 85.22 85.95* 86.21 86.32 86.37
Marmot-orig 84.30# 84.25# 85.24 85.52# 85.56# 85.82

Table 12: Tagging with word embedding feature (development).‘*’ marks a significant improvement over
tagging the strict version with Marmot-hist, ‘#’ marks a significant loss in accuracy.

ReM ReN
Tagger PPMI-SVD SGNS fastText PPMI-SVD SGNS fastText
Marmot-hist 85.69* 85.67* 86.20* 86.35 86.55 86.25
Marmot-orig 85.08 85.04 85.78* 85.89 85.97 85.97

Table 13: Tagging with word embedding feature and spelling variant detection (development).‘*’ marks a
significant improvement over tagging the strict version with Marmot-hist.

TreeTagger
Tagger strict norm
Marmot-hist 85.21 88.16*
Marmot-orig 84.83 87.83*

Table 14: Tagging Middle High German (ReM)
with additional POS tags (development).‘*’ marks
a significant improvement over tagging the strict
version with Marmot-hist.

Tagger Normalization ReM
Marmot-orig automatic 87.35*

gold 90.24

Table 15: Tagging normalized Middle High Ger-
man (ReM) with additional POS tags (develop-
ment).‘*’ marks a significant improvement over
tagging without the additional POS feature.

with spelling variation, it pays off to use special-
ized features instead of simply using the available
feature set developed for standardized languages.
However, infix features—as added in this paper—
only help for data with a certain amount of spelling
variation.

Secondly, we evaluated alternatives for normal-
ization to reduce spelling variation. By applying
rule-based simplification in combination with spe-
cialized features, tagging accuracy was improved
to 86.02% for ReM and to 86.49% for ReN. So,
by creating a small set of rewrite rules to reduce
variation, it is possible to improve tagging accu-
racy more than with automatic normalization. As
another alternative to normalization, we evaluated
the substitution of OOV words with automatically
detected spelling variants. The system used for
spelling variant detection only needs POS tags to

extract a noisy training set of variant pairs. In
combination with the specialized feature set, we
reached an accuracy of 85.46% for ReM, which
is similar to the accuracy reached with automatic
normalization, and 86.39% for ReN. While sim-
plification and substitution of spelling variants do
not lead to the same amount of improvements in
tagging accuracy as using gold normalization does,
they can be performed automatically with less ef-
fort. Compared to the automatic normalizer trained
on 12,000 tokens, we were able to reach the same
accuracy without needing any other training data
than the data for the POS tagger. Thus, even with-
out any additional data or resources, this approach
can be used to improve tagging accuracy.

An addition to these approaches is to use word
representations extracted from unlabeled text. This
especially applies to modern user-generated data,
where unlabeled data is easily available in large
quantities. For historical texts, unlabeled data is
not as easily available. However, if it is available,
it is straightforward to improve tagging accuracy
by word embeddings trained on this background
corpus. In combination with the specialized feature
set and substitution of spelling variants, tagging
accuracy improved to 86.20% for ReM and 86.55%
for ReN.

While we concentrated on a low-resource setting
in this paper, for further work, it will be interesting
to see how these methods scale with more training
data and more available resources.

Resources

The scripts used to run the experiments for this
paper are available at https://github.com/
fab-bar/paper-KONVENS2018.
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