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*** In theory, operant motives predict \
subsequent success and behavior ‘ Trained psychologists by OMT manual
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Takeaways

Automatization of psychometric measures is possible and can solve the bottleneck of the costly manual labeling processes.
We classified the OMT with an F1 score of 80.1, reaching human-like performance. Furthermore, we were even able to show a
weak correlation between a predicted motive and subsequent academic success.
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