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•NLP Shared Task for automatic detection of 
offensive language in Twitter
•OffensEval 2020 provides test set along with 

a weakly labeled large set of ca. 9 million 
Tweets for training
•OffensEval 2019 training data is still valid to 

use since it is the base for the weakly labeled 
training data
•We use 2020 training data for unsupervised 

pre-training and 2019 training + test data for 
supervised training

Two main contributions
1. Evaluation, which pre-trained transformer-

based neural network model performs 
best. Winner models: best individual 
model: RoBERTa (Liu et. al 2019), best 
ensemble; ALBERT (Lan et al., 2019)

2. Study on further pre-training of the
RoBERTa model with masked language 
for performance improvements. This 
model achieved the first place in the 
OffensEval 2020 Shared Task A for English.
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• Multiple pre-trained transformer 
architectures among the best performing 
models for the OffensEval 2020 Shared Task

• ALBERT ensemble performs best for Task A 
(with less model parameters than BERT or 
RoBERTa)

• Still room for improvement on Tasks B and C 
(e.g. through measures against negative 
effects from class imbalance)

• Weak labels for training are not helpful
• Further pre-training with MLM on 

unlabelled in-domain data improves 
offensive language detection

• Pre-trained transformers (individual + 
ensemble predictions)

Pretraining with masked language modeling 
(MLM)
• BERT (Devlin et. al 2019) 
• RoBERTa (Liu et al. 2019) 

cp. Zampieri et al. (2020)

cp. Devlin et al. (2019)

cp. Lample & Conneau (2019)

Multi-lingual masked language modeling
• XLM-RoBERTa ( Conneau et al. 2019) 

Further MLM-pretraining
• continue unsupervised MLM pre-training of

RoBERTa on OffensEval 2020 Twitter sample 
with before fine-tuning on OffensEval 2019 
target data

One-hot word piece compression by low-
dimensional projection + parameter sharing
across layers
• ALBERT (Lan et al. 2020)

• Improvements through further MLM pre-
training on Tweets

Final results for all three OffensEval 2020 sub-
tasks:
• A – Offensive Language Detection
• B – Offensive Language Categorization
• C – Offensive Language Target Identification

A qualitative look into a 
sample of false predictions: 
False positives (FP) and false 
negatives (FN)

OFFà offensive, NOTà not offensive
TINà Targeted Insult, UNT à untargeted
IND à Individual, GRP à Group, OTH à Other 
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