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Foreword

As the number and availability of social media platforms grow, the spread of hate speech among
online communities (such as Twitter, Facebook, Reddit, Youtube, and so on) is also dramatically
increasing. While there is no internationally agreed-upon definition, hate speech is broadly
defined as a speech targeted to a given community or group with the potential of inciting violence
towards them (Jacobs et al. 2000, Walker 1994). Davidson et al. (2017) discriminate between
hate speech (languages used to express hatred towards a target group and incites violence) and
offensive speech (usage of rude, hurtful, derogatory, obscene, or insulting language to upset or
embarrass people). In this workshop, we broadly define hate speech as “inappropriate language”
that is used in online communities, which can be expressed via text, image, or video and could
be ultimately handled using an automatic approach.

One of the particular aspects that we touched upon is the multilinguality. The current
developments on multilingual transformer models attract NLP researchers in multiple domains.
The recent work by Ghosh Roy et al. (2020) showcases how to build hate speech detection
systems with a pre-trained multilingual Transformer-based text encoder. In this workshop,
we would like to discuss the challenges, approaches, frameworks, and technologies that
could facilitate hate speech detection in multilingual environments and the consequences and
implications of hate speech detection approaches for multilingual setup.

Moreover, multimodal aspects, day by day, become an integral part of those above-mentioned
communication mediums (Twitter, Reddit, Facebook, etc.). If the message producer provides
two sources of information together to deliver his/her message, then it suffices to assume that
the meaning is distributed into both modalities to some degree. Particularly, in determining
whether a multimodal tweet or memes accompanied with an image or video carries hateful
content, uni-modal approaches can easily fail in case of cynicism: e.g. a tweet/meme with a
very innocent-looking text accompanied by a very targeted and offensive image content or the
other way round.

The goal of this workshop is to bring researchers with experience in different domains and
languages together to

• Discuss the latest development towards the detection and counter-speech research on hate
speech

• Bring the multilingual and multimodal aspects into the foreground
• Facilitate networking and encourage collaboration
• Create a future avenue for multimodal, multilingual, and cross-lingual hate speech research

The proceedings and the program are available from the workshop website (https://sites.google.
com/view/mmhs2021/home).

Düsseldorf, September 2021

Özge Alaçam

Seid Muhie Yimam
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GerMemeHate: A Parallel Dataset of
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Language Technology Lab

University of Duisburg-Essen
firstname.lastname@uni-due.de

Abstract
Hateful memes constitute an important part of
online harassment, but are challenging due to
their visio-linguistic nature and because anno-
tated datasets are rare for languages other than
English. We present GerMemeHate, a paral-
lel dataset of memes translated from English.
We describe the annotation process, analyze
the resulting dataset, and evaluate how well
English detection models can be transferred to
German.

1 Introduction

Detecting hateful memes (which combine visual
and textual information) is a relatively new task
(Kiela et al., 2020) within the wider area of hate
speech detection (Basile et al., 2019; Burnap and
Williams, 2014). While there are annotated datasets
of hateful memes for English (Kiela et al., 2020),
Italian (Miliani et al., 2020), and Tamil (Suryawan-
shi and Chakravarthi, 2021), we are not aware of
any German dataset. Instead of collecting Ger-
man memes, we take English memes and manually
translate the textual part into German. In this way,
we are constructing a parallel meme corpus.

While translating memes is challenging due to
potential cultural mismatches and the resulting
selection effects, the resulting parallel corpus of
memes might also shed some light on the interac-
tion between textual and visual features, as only
the text is changing while the picture (and possibly
the detection part) stays the same. Translation also
forces us to be more explicit about the underlying
principles of memes and to make first steps towards
a richer annotation scheme that goes beyond a bi-
nary hatefulness label.

German hate speech detection as well as corpora
to evaluate its performance has been of interest in
the recent years (Ross et al., 2016; Benikova et al.,
2017; Wojatzki et al., 2018; Struß et al., 2019; Wie-
gand et al., 2018). Furthermore, there have been

several translations of English sentiment datasets to
German (Waltinger, 2010a,b; Remus et al., 2010).
However, to our knowledge, there has been no Ger-
man meme data set and no translation of a meme
dataset overall.

Our contribution in this paper is threefold: 1)
a methodology to create a translated meme data
set, 2) GerMemeHate, a German hate meme data
set, and 3) the analysis of the dataset and trans-
fer learning experiments on the newly annotated
dataset. We explore the possibility of translating
a hate meme dataset as it on the one hand is a po-
tential way to create datasets in languages other
than English, without the initially very costly pre-
filtering process as described by Kiela et al. (2020).
On the other hand, through the richer annotation
process, we are able to show the culture-specific
nature of hate memes themselves as well as their
perception.

Our labels and translations for 230 memes, to-
gether with the corresponding meme ID are pub-
licly available under CC-BY license.1

2 Parallel Corpus Construction

In this section, we describe the process of construct-
ing the parallel English-German meme dataset.

2.1 Source Corpus
We base our study on the English meme data by
Kiela et al. (2020), which is often called Face-
book Meme Corpus. The Facebook Meme corpus
started with a set of 162k memes, which was fil-
tered, reconstructed, and annotated in several steps.
In the final set there are exactly 10k memes, all
of which have been synthetically re-created (for
copyright reasons) or newly created in the case of
confounders. The hatefulness rating on a ternary

1https://github.com/MeDarina/GerMemeHate
We cannot publish the full memes, as the license of the

original dataset allows no redistribution.
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scale was performed by 3 annotators had a Cohens
κ of .68 and was transformed to a binary rating.

A special property of the source corpus is that it
contains so-called confounders, where the image
and/or text of the original meme was changed so
that it is not hateful anymore. While they might
be useful for the training process and make the
development and test sets ‘harder’, confounders
pose a challenge to the manual creation of a parallel
corpus. Some of the confounders are unnatural, as
they do not seem to convey a clear communicative
intent (see Figure 1b).2

As all translation is interpretation, confounders
are hard to work with, we argue that confounders
should be treated as a kind of artificial data aug-
mentation strategy, and not be translated. Thus, we
remove confounders by looking for memes with
exactly the same image or text. Of those near-
duplicates, we keep only the ones labeled as hate-
ful.

Another challenge with the dataset (or actually
any meme dataset), is that many of the memes
are very culture-specific and hard to make sense
of without near-native language capabilities and
a deep understanding of current social and politi-
cal issues in the US. We are arguing that for hate
speech datasets (and meme datasets in particular),
it is not sufficient to say it is an ‘English’ dataset,
while it is actually a US-centric dataset that hap-
pens to be written in English.

As one of our research questions is to do an eval-
uation of transfer learning settings, we only use a
part of the development set for constructing the par-
allel corpus, but leave the training set as is. From
the originally 300 randomly chosen memes chosen
from the development dataset after an automatic fil-
tering for confounders, 70 (23%) were filtered out
due to different reasons making them unsuitable
for translation.

2.2 Annotation & Translation

The annotation and translation is carried out by two
native German speakers, who are fluent in English.
The translation is intended to be as close to the
original as possible, while keeping ambiguities, as
well as historical and cultural references. Addition-
ally to the manual translation, we add an automatic
translations layer using Google Translate.3

2Examples are for illustration and not from the dataset.
None of the examples in any way represent the opinion of the
authors.

3https://cloud.google.com/translate

We additionally annotate the image-text rela-
tion found in a meme, as we want to understand
how many memes can only be understood through
processing image and text together in a truly multi-
modal fashion.

Similar to Marsh and White (2003); Chen et al.
(2013); Vempala and Preoţiuc-Pietro (2019), we
distinguish the image-text relation types accord-
ing to the closeness of the conceptual relationship
between image and text. More specifically, we dis-
tinguish between three image-text relation types
that are used similarly in other multi-modal re-
search (Chen et al., 2013; Taib and Ruiz, 2007;
Ruiz et al., 2006): REDUNDANT if the image does
not relate nor contribute to the meme meaning (e.g.
in Figure 1a the text says “obama voters” and the
image shows a smiley); SUPPORTING if the image
confirms, and enhances the texts message, but the
message would stay the same without it at large
(e.g. in Figure 1b, the text says “obama voters” and
the image shows a crowd of people cheering for
Obama) ; and CONTRIBUTIVE if the meaning of
the meme can only be understood when interpret-
ing text and image together (e.g. in Figure 1c, the
ambiguity is a result of both the image and the text
– the text says “obama voters” and the image shows
monkeys, indicating that people voting for Obama
have properties of monkeys i.e. do not have human
intelligence).

Ambiguity, whether syntactic, lexical, semantic
or of another type, is one of the linguistic devices
used in humor (Bucaria, 2004; Bekinschtein et al.,
2011; Kagan, 2020) and thus also in memes. It
poses two difficulties for us: 1) we have to un-
derstand it, and 2) it has to be translated. In our
annotation, we mark whether the original meme
contains ambiguity and whether it could be trans-
lated.

In the original dataset, hatefulness is annotated
as a binary label. We re-annotate the label on the
basis of the translation using the same definition
as the original Facebook Meme Corpus. The dif-
ference of our re-annotation to the original annota-
tion might be indicative of the amount of culture-
specific memes in the original dataset.

2.3 Final Corpus

After the annotation, we filter memes (i) that an-
notators did not understand (e.g. because a con-
founder –that we missed in the initial filtering–
lacks any coherence between image and text), or (ii)

2



(a) NON-HATE, REDUNDANT (b) NON-HATE, SUPPORTING (c) HATE, CONTRIBUTIVE

Figure 1: Annotation Scheme for generating parallel hate meme corpus. a) REDUNDANT denote no linkage be-
tween image and text; SUPPORTING denote similar semantic inference from image and text; and CONTRIBUTIVE
denote additional inference from the image to the text.

that annotators marked as non-translatable (mainly
due to making use of an ambiguity that does not
translate well to German). For example, one of the
memes used the (near) homophones aunts and ants,
but annotators found it impossible to carry that over
to German. The final parallel corpus contains 230
memes.

3 Corpus Analysis

Translation We treat our manual translations as
a real gold standard. Translations of both human
annotators are generally quite similar. We find that
the BLEU-3 score between the annotators is .39
(see Figure 2). The BLEU score between each
human and the automatic machine translation is a
bit lower (.35 and .32). The difference in BLEU
between manual and automatic translation is not
big, so that we expect a model based on translated
memes to work reasonably well.

However, we find that a qualitative analysis
shows that manual translation are often better in
subtle but crucial ways. For example, in a meme
that makes a reference to the Holocaust by talking
of “concentrating ... in a camp”, ‘camp’ should be
translated as ‘Lager’ instead of ‘Camp’ to retain
the reference.

Ambiguity After filtering 4% of ambiguous
memes from the original dataset, as their ambiguity
could not be translated according to both annota-
tors, our annotators agree on 4% of the memes con-
taining textual ambiguity in our final corpus. As
we are not aware of other meme datasets making a
similar analysis, we cannot make any direct com-
parisons, but the numbers seems small compared
to personal experience with hateful memes.

Figure 2: Average BLEU-3 scores between manual and
machine translators.

Hatefulness We obtain a κ of .67 on HATEFUL-
NESS, which is comparable to the .68 of the original
dataset. The agreement between the original En-
glish HATE labels and the ones annotated on the
filtered German translated version is a bit lower
with a κ of .54.

After adjudication, 38% of German memes are
marked as hateful, compared to 52% in the paral-
lel English set. So our German annotators were
considerably less likely to label a meme as hateful,
even if working with the same annotation manual.

If we take a closer look at the disagreements,
we find that the 45 false negatives (labeled as hate-
ful in the English version, but non-hateful in the
German version), were mainly related to 1) cul-
tural knowledge, some of which are not known
(In meme 50261: PoC not being able to swim) or
not considered hateful by our German annotators
(4 memes implied Asians eating dogs)4 or 2) ref-
erences to religion (7 of the 45 memes targeted
religion or religious groups).5 There were only 9

4memes 24098, 48296, 58672, 65832
5memes 4857, 26453, 34018, 41890, 46920, 70953, 83954
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re-annotated original
Approach F1 F1

Majority Class .39 .34

English (Extended VL-Bert) .62 .66

German (Zero-shot) .54 .54
German (AMT) .55 .56

Table 1: Transfer learning results (macro F1). First col-
umn are our re-annotated hatefulness label, second col-
umn is the translated meme with the original hateful-
ness annotation.

false positives (which were labeled as hateful in
the German version, but not in the English one). 4
of those 9 were on the topic of the second world
war, where German law is known to take a strict
stance.6

Image-Text-Relation We obtain a κ of .55 for
the IMAGE-TEXT relation. Almost all disagree-
ment is between the classes CONTRIBUTIVE and
SUPPORTING. This shows that there is further need
to refine the annotation scheme.

We adjudicate disagreements by always taking
the ‘more informed’ decision, i.e. if one annotator
said CONTRIBUTIVE this takes precedence over
REDUNDANT, as we assume that the other annota-
tor probably did not understand the meme properly.
Using this scheme, 69% of memes are truly multi-
modal (CONTRIBUTIVE), 28% have an image-text
relation where the image supports the textual con-
tent (SUPPORTING), and only 3% of memes are
REDUNDANT.

4 Transfer-learning Experiments

In our experiments, we envision a situation where
we want to transfer the English detection model to
another language for which no annotated training
data is available. We cannot directly use the best-
performing system (Zhu, 2020), because it is built
over the pre-trained model where English specific
settings are used. Therefore, we train a German
model based on translated meme texts. We use
the Google translation API to translate all memes
from the training set of the Facebook dataset (Kiela
et al., 2020). This training set does not include
any memes used in the parallel corpus used for
evaluation.

6memes 14865, 27543, 38195, 79042

4.1 Models and Features

To validate the appropriateness of our parallel sub-
set, we compute also results on the parallel English
memes. For this purpose, we experiment with the
Extended VL-Bert classification model (Aggarwal
et al., 2021).

For German, we use existing pre-trained models
for both modalities to extract the features that are
then concatenated and provided as input to a fully
connected feed forward network for final classifi-
cation.

For text features, we experiment with BERT-
base multilingual cased model (Devlin et al., 2018),
which is pretrained on 104 languages having 110M
parameters, and with German BERT model (Chan
et al., 2020) having the same number of parameters
pretrained on the German Wikipedia dump (6 GB
of raw text files), the OpenLegalData dump (2.4
GB) and news articles (3.6 GB).

For image features, we use a deep convolutional
based neural network (22 layers) called Googlenet
(Szegedy et al., 2015) pretrained on the ImageNet
dataset7. We also use two variants of ResNet (He
et al., 2016) which are also pretrained on ImageNet.
The first variant is a 152 layered residual network
having 60M parameters called ResNet-152. The
second variant (Wide ResNet-101-2) has 127M
parameters with an architecture similar to ResNet
with additional hidden layers.

We also apply a Zero-Shot approach, where we
use a BERT-base multi-lingual cased pretrained lan-
guage model to extract English meme text features,
Wide ResNet-101-2, and Googlenet for image fea-
ture extraction (Choi et al., 2021).

Furthermore, we report the majority class base-
line.

4.2 Results & Analysis

First, to ensure that our parallel corpus is not a
biased selection from the original dev set, we com-
pare the performance of the English classification
model on the full dataset and the English part of
our parallel dataset. The model yields a macro
F1 score of .66 in both cases. This shows that
our subset is roughly equivalent in classification
difficulty.

Table 1 presents the full set of results. We show
performance on two different sets of hatefulness
labels, where ‘re-annotated’ is from our German an-
notators and ‘original’ is the labels provided in the

7https://image-net.org/
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Facebook dataset, but copied over to the translated
memes.

The best German Zero-shot result (BERT-base
multi-lingual cased & GoogleNet) is on par with
the best German AMT result (GermanBert &
GoogleNet). If choosing between those two
choices, zero-shot should be preferred as it is com-
putationally cheaper.

Results on the German part of the parallel cor-
pus are consistently lower than on the English part,
even if we use the original hate labels. This indi-
cates that the availability of large pre-trained visual-
linguistic models such as VL-Bert for English is an
advantage that German is lacking at the moment.

Although, all the aforementioned models beat
the majority class baselines, they still have huge
room of improvement.

5 Conclusions & Future Work

Our experiments show that translating a meme
dataset is challenging. Probably, it would be better
to collect original examples from the target lan-
guage. As memes are often international, a subset
could also be truly parallel.

Nevertheless, we have shown that it is possible to
translate memes and created the first German hate
meme corpus (with parallel English memes). The
huge differences between the original hate label
and our re-annotation are further evidence of the
well-known problem of subjectivity in hate speech
annotation.

Future work should concentrate on richer an-
notation schemes for memes and collecting a
truly multi-lingual (and potentially parallel) meme
dataset.
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Abstract
Unfortunately, offensive language in social
media is a common phenomenon nowadays.
It harms many people and vulnerable groups.
Therefore, automated detection of offensive
language is in high demand and it is a serious
challenge in multilingual domains. Various
machine learning approaches combined
with natural language techniques have
been applied for this task lately. This
paper contributes to this area from several
aspects: (1) it introduces two new annotated
datasets collected from Facebook and from
Twitter in Hebrew and Arabic languages1,
respectively; (2) it proposes a publicly
available system for offensive text detection
based on supervised learning; (3) it reports
evaluation results on these datasets using
multiple machine learning algorithms.
The website is publicly available at
https://off-lang-2.herokuapp.com/.
Both datasets can be downloaded from https:

//github.com/AbdulrhamnSkout/

Dataset.

1 Introduction

Most of the recent papers on offensive language
detection report about the application of deep
neural networks (DNNs), such as LSTMs, RNNs,
CNNS, GRUs combined with word embeddings,
and transformers, for separating offensive language
from legitimate texts (Zampieri et al., 2019). In
the last couple of years, transformer models like
ELMO (Peters et al., 2018) and BERT (Devlin
et al., 2018) have been most popular and successful
for offensive language identification (Liu et al.,
2019; Ranasinghe et al., 2019).

The clear majority of the offensive detection
studies deal with English partially because most

1Using different social platforms for these
languages is motivated by their popularity in various
countries/communities. For example, Twitter is not very
popular in Israel, while Facebook being the most popular.

available annotated datasets contain English
data (Zampieri et al., 2019).

The attention of international communities to
this task emphasizes its “multilingual challenge”—
many researchers contributed to this area by
developing multilingual methodologies and
annotated corpora in multiple languages. For
example, such languages as Arabic (Mohaouchane
et al., 2019), Dutch (Tulkens et al., 2016),
French (Chiril et al., 2019), Turkish (Çöltekin,
2020), Danish (Sigurbergsson and Derczynski,
2020), Greek (Pitenis et al., 2020), Italian (Poletto
et al., 2017), Portuguese (Fortuna et al.,
2019), Slovene (Fišer et al., 2017), and
Dravidian (Yasaswini et al., 2021) languages were
explored for this task. Also, the multilingual
methods and datasets for offensive language
detection were proposed. Hate Speech and
Offensive Content Identification (HASOC)
2019 (Mandl et al., 2019) and 2020 (Mandl et al.,
2020) were dedicated to evaluate technology for
finding Offensive Language and Hate Speech in
multiple low-resource languages. HASOC 2019
provided Twitter posts for Hindi, German and
English. HASOC 2020 has created test resources
for Tamil and Malayalam in native and Latin script.
Posts were extracted mainly from YouTube and
Twitter. Both tracks have attracted much interest
from over 40 research groups. In Ranasinghe
and Zampieri (2020), authors addressed the
multilinguality challenge by applying cross-lingual
contextual word embeddings and transfer learning.
They made predictions in low-resource languages,
such as Bengali, Hindi, and Spanish.

Despite the great international effort, many low-
resource languages got much less attention than
others. For example, we found only one work
on Hebrew language (Liebeskind and Liebeskind,
2018), but the authors do not share their dataset
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publicly2. Motivated by the lack of relevant
resources and research for Hebrew, we decided to
fill this gap by (1) creating a new annotated dataset
for this language and (2) performing experiments
on this dataset using multiple machine learning
algorithms. Also, given a fact that Arabic and
Hebrew belong to the same language family while
Arabic has much more resources, we wanted to
compare between their analyses with long-term aim
of exploring cross-lingual transfer learning for the
offensive language detection in Semitic languages.

Our contribution is multi-fold: (1) we introduce
and share with the public two new annotated
datasets of Facebook comments in Hebrew and
Twitter comments in Arabic; (2) we introduce and
share for unrestricted use a Web application that
provides a real-time solution for offensive language
detection; (3) we report the results of evaluation
on two Semitic language-datasets using multiple
supervised models.

2 New datasets

Here we present two datasets, that we collected
in Semitic languages. We titled our datasets
OLaH (Offensive Language in Hebrew) and OLaA
(Offensive Language in Arabic), respectively.
Table 1 shows the data statistics for the two datasets,
including their partition to a train and a test sets.

2.1 OLaH Dataset
The data is a collection of comments from
particular groups 3 in Facebook, where offensive
language is frequently observed. We collected
2000 comments, written in Hebrew, using Graph
API4. For retrieving relevant texts, we used a list
of keywords, which are usually part of a typical
offensive vocabulary, or describe domains usually
containing offensive language in Hebrew. Figure 1
contains an example (but not final) list of such
words.

2.2 OLaA Dataset
The data is a collection of comments from Twitter.
We used 6000 of annotated comments from the
existing dataset5 and extended it by another 3000

2The dataset was shared with us on GitHub upon our
request from the authors and it will be used in further research.

3ynet, the shadow, 0404 , !Mירושלי ,ביתר !Mרגבי ,תנועת וואלה
!, ! Mביביסטי, ראשוני! ,דיווח חמל!

4https://developers.facebook.com/docs/
graph-api/

5https://raw.githubusercontent.com/
AbeerAbuZayed/Hate-Speech-Detection_

comments, collected using Twitter API (Makice,
2009), using the same (binary) annotation approach.
In total, we collected 9000 comments, written in
Arabic. For retrieving relevant texts, we used a list
of keywords, which are usually part of a typical
offensive vocabulary or describe domains usually
containing offensive language in Arabic.6 The
example of such words can be seen in Figure 1,
right.

2.3 Data Annotation and Cleaning

The OLaH/OLaA datasets were annotated by three
Hebrew/Arabic native speakers. Each comment
was assigned two labels. In a case of disagreement
between two annotators, the third one–controller–
assigned the final label. Finally, the Kappa
agreement between annotators was 0.82 and 0.75
for OLaH and OLaA, respectively.

To keep clean texts, we filtered out words in a
foreign language (other than Hebrew or Arabic for
OLaH and OLaA, respectively), numbers, URLs,
punctuation marks. We also normalized words by
removing repeating letters, transforming words like
!KKKKKל (gooooo) to !Kל (go).

3 The method

Our method is based on a purely supervised
approach, where every text is classified into one of
two classes, based on a trained model. Models are
trained on texts (training data) written in Hebrew
or Arabic, collected and annotated as described in
Section 2, and then applied on Hebrew or Arabic
texts, respectively.

Our approach also tries to verify the intuitive
assumption that offensive content usually carries
some negative sentiment. Therefore, we use
this information—sentiment polarity—to enrich
text representation before classification. We
hypothesize that, given a precise tool for the
sentiment analysis (SA) and avoiding noise
introduction, this additional particle of information
may improve the classification performance.

3.1 Text representation and classification

Our approach to text representation and
classification (depicted in Figure 2) consists

OSACT4-Workshop/master/Dataset/train_
data.csv

6Please, note that some words are not a part of the typical
offensive vocabulary, but, based on our observations, they are
usually good indicators of a domain/topic containing offensive
content.
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Table 1: Dataset statistics

Name Source Lang Len (min-max, avg) Train Test Pos Neg
OLaH Facebook He (1-198, 11) 80% 20% 40.5% 59.5%
OLaA Twitter Ar (1-84, 17) 80% 20% 28% 72%

Figure 1: Examples of the search keywords for offensive content in Hebrew (left) and Arabic (right).

of the following steps:
(1) Representing comments with one of the
following: (a) tf*idf vectors, where every comment
is treated as a separate document; (b) extended
tf*idf vectors with sentiment information—we
used the pretrained HeBERT (Chriqui and Yahav,
2021) and AraBERT (Antoun et al., 2020) models
for Hebrew and Arabic, respectively.
(2) Training and application of four ML supervised
models (see Section 4.1) on both types of vectors.

3.2 System demonstration

Our system follows the standard web server-client
architecture. The backend server is responsible
for the input data preprocessing and classification,
given pre-trained model. The server does not aim
at training new models and datasets storage.

The front end provides a very basic and user-
friendly interface for submitting text data and
displaying the classification results. The displayed
output depends on the use case. The system
provides the end-user with four options: (1)
selecting a language, (2) classifying one piece of
text, (3) classifying a Twitter account based on the
last 50 posts of a user, and (4) classifying each
text in a dataset by uploading it to the system and
downloading back the classification results. The
classification label is displayed to the user on the
front-end page in use case (2), while the percentage
of comments that were recognized as offensive is
displayed to the user in use cases (3) and (4).

4 Experiments

Our experiments aim at three goals: (1) to analyze
two new datasets and show that their quality is
sufficient for the training systems for offensive
language detection; (2) to test our hypothesis and
evaluate the gain (if any) of the SA to the offensive
language detection by comparing performance with
and without SA; (3) to select the best model for
each language for integrating them within our
system.

4.1 Models and baselines

We used RandomForest (RF) (Ho, 1995; Breiman,
2001), Support Vector Machine (SVM) (Cortes and
Vapnik, 1995), Logistic Regression (LR) (Walker
and Duncan, 1967), and XGBoost (XGB) (Chen
and Guestrin, 2016), applied on BOW (tf*idf
vectors) as baselines. The same models were
applied on extended with SA labels vectors,
denoted as RF_SA, SVM_SA, LR_SA, and
XGB_SA, respectively. Also, we applied fine-
tuned BERT models–HeBERT on OLaH and
AraBERT (Antoun et al., 2020) on OLaA.
Both models were trained on big datasets of
Hebrew/Arabic texts but different tasks. Therefore,
we fine-tuned them on our training data for both
languages.7

7Fine-tuning of BERT models is not a part of our
classification pipeline from Figure 2.
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data comments tokenization tf ∗ idf vectors

sentiment analysis joint representation prediction model

Figure 2: Text classification pipeline.

Table 2: The evaluation results

OLaH OLaA
Model Acc F1 Acc F1
RF 0.783 0.701 0.932 0.860
RF_SA 0.759 0.655 0.929 0.852
SVM 0.766 0.713 0.932 0.862
SVM_SA 0.771↑ 0.724↑ 0.931 0.862
LR 0.761 0.645 0.928 0.848
LR_SA 0.776↑ 0.681↑ 0.928 0.848
XGB 0.433 0.605 0.923 0.839
XGB_SA 0.724↑ 0.639↑ 0.929↑ 0.854↑
BERT 0.775 0.729 0.981 0.964

4.2 Software

All baselines are implemented in
sklearn (Pedregosa et al., 2011) python
package. Our neural model is implemented
with Keras (Chollet et al., 2015) with the
TensorFlow backend (Abadi et al., 2015).
Experiments were performed using Google
Colaboratory service (Bisong, 2019). NumPy and
Pandas libraries were used for data manipulation.

4.3 Evaluation Results

Table 2 shows the evaluation results (accuracy and
F1 scores) for four baselines and BERT models
on two datasets, with and without SA. Arrow (↑)
denotes improvement, if detected, between each
method scores with and without sentiment analysis.
The best scores per dataset are marked in bold.

As it can be seen, the BERT models, despite
being trained on different amount of training
samples,8 are superior for both datasets in terms of
F1, meaning that RF obtained better accuracy on
account of the "negative" (not offensive) class.

Only three models for Hebrew and one for
Arabic (out of five9) demonstrate an improvement
given sentiment labels. As such, there is a weak
evidence approving a possible gain of sentiment
information involved in the text representation
vectors. It is also worth noting that the difference
in SA gain in two languages can be explained by

8AraBERT was pre-trained on 8.6 billion words, while
HeBERT on 1 billion only.

9Both BERT models did not demonstrate improvement
with sentiment labels (except precision for Hebrew), therefore
we excluded their results from Table 2.

different outputs of the SA tools—while HeBERT
produces polarity vectors with real values for three
dimensions (positive, neutral, negative), AraBERT
produces two-dimensional binary vectors, where
each dimension stand for positive or negative
sentiment. Obviously, binary values do not carry
much information.

We can see that results on Arabic for all models
are much better than on Hebrew. This outcome
can be probably explained by the dataset quality –
in contrast to the OLaH, OLaA was not collected
from scratch and the existing dataset was extended
by additional samples. There is also possible that
preprocessing tools for Arabic are of a higher
quality. As it is well known, text preprocessing
affects very much the quality of further text
analysis. In general, we can conclude that both
datasets are of good quality because all supervised
models provided reasonable results.10

Our error analysis have an evidence of
incapability of tf-idf representation to capture
sarcasm and irony presented in misclassified texts.

5 Conclusions and Future Work

This paper introduces two new annotated datasets
for offensive language detection in Hebrew and
Arabic languages and analyzes different supervised
learning methods for offensive text detection in
social media. We evaluate these methods on both
datasets and conclude that classification accuracy
is affected significantly by different training sizes
of BERT for the two languages whereas adding
sentiment information does not improve the results
in most of the models. We also implemented
a publicly available system for offensive text
detection based on our best classification models.

In the future, we plan to explore more
multilingual text representations and language
models and apply transfer learning techniques for
multilingual and cross-lingual analysis.

10We can make this conclusion because we avoided creating
bias in our datasets, where all comments from particular
groups belong to one class.
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prosso@dsic.upv.es

Abstract

Hate speech detection has become the focus of
lots of research in order to mitigate the negative
effects the hatred can cause on the Internet. One
of the problem is the unclear boundary with
other related phenomena, such that datasets
from different phenomena are often used inter-
changeably. In this work we propose a multi-
task deep learning strategy that combines of-
fensive language detection and hate speech de-
tection. Offensive language is a closely re-
lated phenomenon which is widely studied as
well. Our main idea is to investigate how hate
speech detection is affected when datasets for
this related task are consider. In this sense, we
train a Transformer-based model on the two
tasks, rather than considering hate speech as
the unique optimization objective. Our experi-
mental results suggest that this multi-task learn-
ing can slightly decrease the false negatives in
the detection of hate speech detection, but can
affect the general performance compared to a
single-task learning strategy.

1 Introduction
Nowadays, hate speech is a major problem in social
media. Therefore, the automatic detection of this phe-
nomenon has become a trending topic (Schmidt and
Wiegand, 2017; Naseem et al., 2020; Cao et al., 2020;
Ousidhoum et al., 2019). According to (Fortuna and
Nunes, 2018), hate speech can be defined as a language
that attacks or incites hate against groups, based on spe-
cific characteristics such as religion, sexual orientation,
or other. Besides, there are related phenomena such
as offensive language and aggressive language, among
which there is an unclear delimitation. In fact, in some
works the same label is used to refer to the different
types indistinguishably, whereas in others, different la-
bels are used to refer to the same type of language. In
this sense, (Poletto et al., 2020) compiled a glossary
of terms and their definitions. The authors analyze the
relation among different types of language, the way
they have been addressed in the evaluation campaigns,
and provide a wide view of resources centered on hate

speech, including datasets and lexicons. This problem
is analyzed also in (Davidson et al., 2017), where the
separation of hate speech from offensive language is
indicated as a key challenge. The authors performed
experiments and the results suggest that conflating hate
speech and offensive language can lead to mislabel of-
fensive language as hateful due to overly broad defini-
tions.

In this paper we study the relation between
hate speech and offensive language by training a
Transformer-based model with the multi-task learning
(MTL) paradigm. In this sense, we consider losses for
both tasks in the objective function. We share the same
model parameters across the tasks instead of separately
fine-tuning models.

• We propose a multi-task learning (MTL) model
that uses the pre-trained BERT-base model to com-
bine datasets from hate speech and offensive lan-
guage detection tasks.

• We compare the performance of the MTL model
with a single-task learning (STL).

• We use a transfer learning technique as alternative
to the MTL paradigm in order to analyze how the
use of datasets built for offensive language detec-
tion can influence hate speech detection.

The rest of this paper is organized as follows. Section
2 summarizes the related work and Section 3 presents
our MTL model as well as the methodology we used
to train and evaluate the model. Section 4 introduces
the STL model and the transfer learning technique that
we use. Then, Section 5 describes the experiments and
presents a discussion of the results. Finally, Section 6
presents an error analysis and Section 7 concludes the
paper.

2 Related Work
The techniques used in the detection of hate speech and
related concepts range from traditional methods based
on the use of lexical features to methods based on deep
learning. In general, the approaches can be divided
into those based on lexicon and those based on machine
learning techniques.
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Several systems have used traditional machine learn-
ing models such as support vector machines (SVM)
and logistic regression (LR) (Fortuna and Nunes, 2018;
Basile et al., 2019; Zampieri et al., 2020). The work
(MacAvaney et al., 2019) proposed an approach based
on SVM that achieved state-of-the-art performance.
Other systems were based on deep learning models
such as convolutional neural network (CNN) and re-
current neural networks (RNN), including also attention
mechanisms (Gröndahl et al., 2018; Magalhaes, 2019;
Zhang et al., 2018). Moreover, some works proposed
ensembles of neural networks, as (Zimmerman et al.,
2018) which combined ten CNNs with different initial-
ization weights in an ensemble to improve the detection
of hate speech. In last years, the bidirectional encoder
representations from Transformer (BERT) (Devlin et al.,
2018) and other recent models have been used widely
(Basile et al., 2019; Mandl et al., 2019; Zampieri et al.,
2020; Mozafari et al., 2020; Samghabadi et al., 2020).
In (Mozafari et al., 2019), authors used BERT in the
case of hateful content within social media by trans-
fer learning with fine-tuned methods. The results show
that this strategy obtains a considerable performance in
comparison to other existing approaches.

Multi-task Learning. Multi-task learning has been
applied on a multitude of machine learning tasks (Zhang
and Yang, 2021). (Liu et al., 2019) showed the success
of applying multi-task learning for training a model to
obtain outstanding performance on a number of natural
language processing tasks. However, few works have
employed multi-task learning strategies for hate speech
detection. (Kapil and Ekbal, 2020) proposed a first idea
of multi-task model based on CNN and RNN archi-
tectures to leverage useful information from multiple
datasets related to hate speech. (Farha and Magdy, 2020)
and (Rajamanickam et al., 2020) used a multi-task learn-
ing approach with polarity and emotion information to
improve hate speech detection. The results showed that
polarity and emotion detection can be beneficial for hate
speech speech detection. Considering the relation be-
tween hate speech and offensive language, as well as the
success of BERT and multi-task learning, our approach
relies on a multi-task learning approach based on BERT.

3 The Multi-task Model

In order to design the model, we followed the definition
of multi-task learning presented in (Zhang and Yang,
2021) as follows:

Given m learning tasks {Ti}mi=1, where all the tasks
or a subset of them are related, multi-task learning aims
to learn the m tasks together to improve the learning
of a model for each task Ti by using the knowledge
contained in all or some of other tasks.

Let Di = {xij , yij}Ni
j=1 be the dataset for the task Ti

with Ni samples, where xij is the jth sample and yij is
its label. Then, with the multi-task learning paradigm,
a model learns from the sets {Di}mi=1 at the same time.

In our case, m = 2, since we have the tasks hate speech
detection (T1) and offensive language detection (T2).
Each x1j ∈ D1, j = 1, N1 or x2j ∈ D2, j = 1, N2 is a
text, and each y1j ∈ D1 or y2j ∈ D2 is one of the values
0 or 1.

The first point to determine is the form through which
knowledge is shared among the tasks. Usually, multi-
task learning can be implemented by either soft or hard
parameters sharing. In the first case, there is a model for
each task with their parameters. Then, any technique
such as regularization is used to encourage similarity
between the parameters. On the other hand, hard pa-
rameters sharing is applied by sharing hidden layers
between the tasks, while keeping several task-specific
output layers (Caruana, 1993). This second strategy is
widely used since it is seen to greatly reduce the risk of
overfitting (Baxter, 1997). Bearing in mind our purpose
of studying how the tasks can influence each other, we
designed a model with shared parameters as a means
to fit a system with datasets from both hate speech and
offensive language. Hence, we focus on the hard param-
eter sharing.

3.1 Our Model
Our MTL model has one input and two outputs. Each
output corresponds to one of the tasks: hate speech and
offensive language detection. Thus, in this model we
use the data from both tasks. All the texts are processed
by the tokenizer of BERT and feed a shared encoder.
This allows each task benefits from the others as they
share features. Then, a task-specific output head is
attached on the top of the output of the encoder for each
task. The shared encoder allows updates to occur on the
same weights in the training. Therefore, the layers are
fine-tuned according to the two downstream tasks.

3.2 Shared Encoder
We base on the BERT architecture to build the shared
encoder, such that we tokenize the texts in the same way
as in BERT. That is, we represent each text t into a se-
quence of N+1 tokens {Tok0, T ok1, ..., T okN}, with
Tok0 = [CLS], the special token in BERT for classifi-
cation. This token sequence is then used as input to
a BERT model to extract a sequence of textual hidden
states ht of size (N+1)×dim, where dim is the BERT
hidden size. Thus, we obtain a vector sequence from
the encoder as follows:

ht = BERT ({Tok0, T ok1, ..., T okN})
= {h0t , h1t , ..., hNt }

(1)

In order to save computation we only take the output
of the first token (h0t from CLS) as the representation of
the whole sequence.

3.3 Task Outputs
A task-specific classifier is applied over the output of
the shared encoder for each task. In both hate speech
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and offensive language detection, we use a fully con-
nected layer with the softmax function (σ) to obtain a
classification output. Then, we used cross entropy to
calculate the loss in each output T as Equation 2. Where
yTi is the true class of a text t from the task T , and ŷiT

its predicted value, calculated as Equation 3, W and b
are the classifier’s parameters.

LT (yTt , ŷt
T ) = −Σt y

T
t ∗ log(ŷt

T ) (2)

ŷt
T = σ(yTi W + b) (3)

3.4 Losses and Backpropagation
In order to iterate over the tasks, we separate them to
generate batches and calculate the loss for only the spe-
cific task head of the model. We use the sum of the two
dataset to determine the number of batches to generate
in each epoch. We do backpropagation once, i.e. we
run the batch of one dataset through the model and cal-
culate the loss for the corresponding task, ignoring loss
calculations for the other task. Then, we run the batch
for the second dataset through the model and calculate
the loss for that second task. Once those two batches
are processed we sum their losses and perform back-
propagation. Therefore, the objective function can be
formulated as follows:

min
∑

T∈{HS,OL}
LT (yTt , ŷt

T )

=min
∑

T∈{HS,OL}
−Σt y

T
t ∗ log(ŷt

T )
(4)

4 The Single-task Model
In contrast to MTL, single-task learning (STL) is the
most widely used paradigm. In this case, the objective
function only takes into account one task and therefore
only involves one dataset. Hence, the update of the
weights of a model uses the input of a single task and
its corresponding output.

In our study, we use a transfer learning technique by
considering offensive language detection as the source
task and hate speech detection as the target task. In
this sense, we base our study in the STL model. It
is important to point out that we use a zero few shot
learning strategy, where no labeled examples from the
target task is used in the training (Kadam and Vaidya,
2018). In that way, we can analyze how hate speech
detection can be affected when a dataset for the other
phenomenon is used.

5 Experiments
We used four datasets in English: HatEval (Basile et al.,
2019), Founta (Founta et al., 2018) and Waseem & Hovy
(Waseem and Hovy, 2016) for hate speech detection
(HS), and OLID (Zampieri et al., 2019) and SOLID
(Rosenthal et al., 2020) for offensive language detection

(OL). We only used 10k texts in English from the train-
ing set of each dataset. We kept the ratio between the
number of samples of each class in the original datasets.
In general , class 0 refers to the absence of HS or OL,
whereas class 1 refers to the opposite.

In our implementation, we used the pre-trained BERT-
base uncased model from the Huggingface’s Transform-
ers library (Wolf et al., 2019), which has 12 transformer
layers, a hidden state size of 768, and 12 self-attention
heads. We tune the parameters by minimizing the stan-
dard cross-entropy loss either for hate speech detection
or offensive language detection. For each model we
used the following hyperparameter: learning rate to
2e-5 and batch size to 16 in 10 epochs. In order to op-
timize we used the Adam algorithm with weight decay
of 1e-3 for all parameters except for bias and weights in
LayerNorm, and set the epsilon to 1e-8.

5.1 Results and Analysis
We handle the evaluation with the stratified 3-fold cross-
validation technique and report our results in terms of
F1-macro scores.

We compare the performance of the STL model with
the MTL model for each of the datasets HatEval, Founta
and W&H. In each case, we trained the MTL model
twice. First, we used OLID and one of the dataset
for hate speech detection. Then, we used SOLID in a
similar way. Therefore, we obtained 6 results with the
MTL model.

Table 1 illustrates the performance for HatEval. Dif-
ferent from what we supposed, the result with the STL
model is higher than those obtained with the MTL model
for both OLID and SOLID datasets. Notice that the dif-
ference between MTL and STL is very small when using
OLID. However, the purpose of the MTL paradigm is
to improve the tasks performance. Thus, this strategy
does not seem to be appropriate to improve hate speech
detection with datasets built for offensive language, al-
though successful studies that show improvement when
sentiment analysis is considered.

Model F1-macro
STL 0.8066
MTLHatEval−OLID 0.7900
MTLHatEval−SOLID 0.7644

Table 1: Cross-validation results for HatEval.

Similarly, Tables 2 and 3 show the results for Founta
and W&H respectively. For these two datasets, hate
speech is even more affected when considering datasets
with offensive language, being Founta the worst case.
It could be explained since Founta consists of texts
labeled as hateful, abusive, spam and normal, and we
consider the last three ones as non-hateful. Thus, the
label 0 for abusive texts can conflict with the label 1 for
some similar offensive texts in OLID and SOLID. This
highlights the importance of focusing on data rather
than models.
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Model F1-macro
STL 0.6309
MTLFounta−OLID 0.2308
MTLFounta−SOLID 0.2290

Table 2: Cross-validation results for Founta.

Model F1-macro
STL 0.8641
MTLW&H−OLID 0.8002
MTLW&H−SOLID 0.7975

Table 3: Cross-validation results for W&H.

Furthermore, these results point out that although hate
speech and offensive language are related phenomena,
the indistinct use of datasets can affect the performance
in hate speech detection. Actually, it makes sense since
many cases of offensive texts are not hateful. When
we consider these texts to train a model for hate speech
detection, many offensive texts can be misclassified as
hateful when they are not really, and vice versa. We
explore the performance of transfer learning later, in
order to deeper analyze it.

5.2 Transfer Learning

Table 4 shows the results obtained with transfer learning
when one dataset for offensive language was used in the
training. The results worsen for all the datasets when
it is used a model fine-tuned with a different dataset,
not only in comparison with the STL model, but also
considering the results obtained with MTL in general.
Although this performance was to be excepted, it is
worth noting that Founta dataset obtained better results
with this strategy of transfer learning than with MTL.
Once again, its type of labeling seems to affect less in
this strategy. On overall, this is an alternative strategy
to confirm the importance of considering the character-
istics of the datasets for training system for hate speech
detection.

Model HatEval Founta W&H
STL 0.8066 0.6309 0.8641
STLOLID 0.6330 0.5875 0.5612
STLSLID 0.6276 0.5885 0.5858

Table 4: F1 when transfer learning from Offensive
Language to Hate Speech Detection. The first row cor-
responds the F1 obtained when the same dataset was
used for training.

6 Error Analysis

In this section we conduct an error analysis to provide
a deeper analysis of the MTL model performance. In
this sense, we analyze the confusion matrices of each
models. They are illustrated in the following tables:

STL MTL MTL
OLID SOLID

HS Not HS Not HS Not
HS 1092 312 1146 258 1216 188
Not 317 1613 408 1522 645 1285

Table 5: Confusion matrix for HatEval.

STL MTL MTL
OLID SOLID

HS Not HS Not HS Not
HS 19 65 24 60 20 64
Not 30 1938 213 1755 237 1731

Table 6: Confusion matrix for Founta.

STL MTL MTL
OLID SOLID

HS Not HS Not HS Not
HS 707 170 978 101 707 170
Not 183 2273 219 2237 427 2029

Table 7: Confusion matrix for W&H.

Table 5 shows the confusion matrices for HatEval for
the STL model as well as for the MTL model when both
OLID and SOLID datasets were used.

Roughly, the MTL model tends to misclassify less
hateful text as non-hateful in both cases compared to
the number of false negatives obtained with STL. It is a
good result since to overlook hateful texts is one of the
principal problems in hate speech detection.

Anyway, the number of false positives increased with
the MTL paradigm. This makes sense, since the objec-
tive function was designed to simultaneously minimize
the error for both hate speech and offensive language
detection. Therefore, offensive texts that are not hateful
can be misclassified as hateful. This points out again
the important finding of our study. That is, considering
datasets of related phenomena for hate speech detection,
can cause non-hateful texts (with other type of harmful
content) to be misclassified as hateful.

Therefore, the knowledge provided by the external
datasets of related tasks, although can slightly decrease
the false positives, can worsen the prediction in general.

Similar results are observed on Founta and W&H in
Tables 6 and 7 respectively.

7 Conclusions
Hate speech detection is a prominent task in Natural
Language Processing and other disciplines. A lot of re-
search have emerged in the last few years to mitigate the
problem that hurtful messages can cause on social media.
Therefore, a number of strategies have been proposed
considering available datasets. One of the problems con-
sists of the lack of clear boundaries among hate speech
and other related phenomena, such that datasets from
different phenomena are often used interchangeably. In
this paper, we studied how offensive language can influ-
ence hate speech detection. We conducted an analysis
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with the multi-task learning paradigm that allows us
to simultaneously train a model for both tasks. In this
sense, we proposed a model which contains a shared en-
coder based on BERT, and considers the losses of both
tasks in the backpropagation for the fine-tuning. More-
over, we considered a transfer learning technique as an
alternative to study how the use of datasets for offensive
language can influence hate speech detection. Experi-
mental results, conducted on five datasets, showed that
although false negatives can be improved, the detection
of hateful texts can be affected in general.

References
Valerio Basile, Cristina Bosco, Elisabetta Fersini, Nozza

Debora, Viviana Patti, Francisco Manuel Rangel
Pardo, Paolo Rosso, Manuela Sanguinetti, et al. 2019.
Semeval-2019 Task 5: Multilingual Detection of Hate
Speech against Immigrants and Women in Twitter. In
13th International Workshop on Semantic Evaluation,
pages 54–63. Association for Computational Linguis-
tics.

Jonathan Baxter. 1997. A bayesian/information the-
oretic model of learning to learn via multiple task
sampling. Machine learning, 28(1):7–39.

Rui Cao, Roy Ka-Wei Lee, and Tuan-Anh Hoang. 2020.
DeepHate: Hate Speech Detection Via Multi-Faceted
Text Representations. In 12th ACM Conference on
Web Science, pages 11–20.

Richard Caruana. 1993. Multitask learning: A
knowledge-based source of inductive bias. In Pro-
ceedings of the Tenth International Conference on
Machine Learning, pages 41–48. Morgan Kaufmann.

Thomas Davidson, Dana Warmsley, Michael Macy, and
Ingmar Weber. 2017. Automated Hate Speech Detec-
tion and the Problem of Offensive Language. arXiv
preprint arXiv:1703.04009.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. arXiv preprint arXiv:1810.04805.

Ibrahim Abu Farha and Walid Magdy. 2020. Multi-
task learning for arabic offensive language and hate-
speech detection. In Proceedings of the 4th Work-
shop on Open-Source Arabic Corpora and Process-
ing Tools, with a Shared Task on Offensive Language
Detection, pages 86–90.

Paula Fortuna and Sérgio Nunes. 2018. A Survey on
Automatic Detection of Hate Speech in Text. ACM
Computing Surveys (CSUR), 51(4):1–30.

Antigoni Founta, Constantinos Djouvas, Despoina
Chatzakou, Ilias Leontiadis, Jeremy Blackburn, Gi-
anluca Stringhini, Athena Vakali, Michael Sirivianos,
and Nicolas Kourtellis. 2018. Large Scale Crowd-
sourcing and Characterization of Twitter Abusive Be-
havior. In Proceedings of the International AAAI
Conference on Web and Social Media, volume 12.
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