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Abstract

We present a novel approach to modeling nar-
ratives using narrative chain embeddings. A
new dataset of narrative chains extracted from
German news texts is presented. With neural
methods, we produce models for both German
and English that achieve state-of-the-art perfor-
mance on the Multiple Choice Narrative Cloze
task. Subsequently, we perform an extrinsic
evaluation of the embeddings our models pro-
duce and show that they perform rather poorly
in identifying narratively similar texts. We ex-
plore some of the reasons for this underperfor-
mance and discuss the upsides of our approach.
We provide an outlook on alternative ways to
model narratives, as well as techniques for eval-
uating such models.

1 Introduction

The narrative cloze task was originally introduced
by Chambers and Jurafsky (2008) and is the task of,
given a sequence of narrative triples, predicting a
masked triple. Such triples are made up of subject,
verb, and object, and the triples in one chain share a
common participant, referred to as the protagonist.
Their subsequent work (Chambers and Jurafsky,
2009) improved upon the results from the original
paper and formulated the task slightly differently,
expanding it to schemas with multiple participants.
Granroth-Wilding and Clark (2016) extract addi-
tional information and introduce evaluation met-
rics. An excerpt from one of their automatically
extracted chains goes as follows: (A, plead, [with,
B]), (_, heartbroken, A), (A, die, _), where A and B
are entities, and each triple represents a verb with
its arguments.

One of the early motivations for the narrative
cloze task was modeling narrative contexts and in-
ferring narrative schemas (Chambers and Jurafsky,
2009). We aim to adapt the semantic modeling
performed as part of the task to identify documents
that share similar narrative schemas rather than ex-

plicitly inferring such schemas. That is to say: anal-
ogously to masked language modeling, we use nar-
rative cloze as a training objective to train narrative
understanding, rather than language understanding.
The motivation being that abstract story similarities
may be found, eventually enabling computational
comparisons of stories rather than texts. Such an
approach could, for example, be useful in digital
humanities with researchers already experiment-
ing with word embeddings to identify and compare
adaptations of the same story (Glass, 2022). Our
approach to modeling narratives constitutes a con-
tinuous and embedding-based approach to schemas
like Propp’s model of Russian folklore (Propp,
1968). The chain-based approach has the upside
of allowing for abstracting over information that is
not relevant to the actual narrative, but that will be
captured by more recent semantic embedding meth-
ods like SentenceBERT (Reimers and Gurevych,
2019). The method’s potential downside, however,
as discussed by Wilner et al. (2021) is that too
much contextual information is lost, making the
task of predicting triples ambiguous or impossi-
ble. Through the use of contextual embeddings and
an optional additional re-contextualization process,
they improve on existing narrative cloze results by
using additional information. Our ultimate goal
of this work is to enable embedding-based compu-
tational narrative similarity comparisons of texts,
a task we see as closely related but not identical
to the popular narrative generation field (see e.g.
Gervás, 2021).

The three key contributions of this work are (1)
a dataset of German narrative chains and (2) the ap-
plication of narrative embeddings to a down-stream
task in the form of replicating human narrative sim-
ilarity judgments, as well as (3) state-of-the-art
models on English and German for narrative chains
without external information from contextual em-
beddings.
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2 Background

To evaluate the capability of our embeddings in
recognizing similar narratives, we rely on compar-
isons to human annotations. Conceptual work on
text similarity (Bär et al., 2011) pointed out that
text similarity is not inherently well defined by
showing that, without further instructions, some
annotators focus strictly on content, whereas others
additionally take the text’s structure into account.
Accordingly, our task calls for a dataset that explic-
itly annotates narrative schema similarity. Chen
et al. (2022a) introduced such a dataset in the form
of a multilingual news similarity dataset contain-
ing the similarity of news article pairs along seven
dimensions. According to their annotation code
book (Chen et al., 2022b), dimensions are to be
rated independently of each other, with the nar-
rative dimensions focusing on similarity in narra-
tive schemas as defined by Chambers and Jurafsky
(2009); the dataset thus contains human ratings of
schema similarity.

Since its inception, the narrative cloze task has
seen work in different directions. Chambers (2017)
has criticized newer approaches to the task as de-
viating from its original formulation, focusing on
extracted events in text order rather than manually
annotated ones; they emphasize that the automated
approach is much more aligned with the capabili-
ties of language models. Wilner et al. (2021) ap-
proach the narrative cloze task but reformulate it to
use contextual embeddings instead of verb lemmas.
While this approach yields much higher accuracies
and can help disambiguate events, we feel that in
the light of modeling narrative disjointly from the
surface form, such contextual embeddings would
potentially hamper the model’s performance in any
downstream application.

In the narrative cloze task, the model is asked to
predict a masked triple describing an event. In prac-
tice, this is a four-tuple of the subject, verb, indirect
object, and object in more recent implementations
like the one by (Granroth-Wilding and Clark, 2016).
Evaluation has, as suggested by Granroth-Wilding
and Clark (2016), in the recent past been performed
in a MCNC (multiple choice narrative cloze) setup
where the model is asked to pick the most fitting
triple for a corresponding masked triple in a chain
given exactly 5 options that are randomly sampled
from the entire corpus. This evaluation setup was
introduced to enable more interpretable results and
pays tribute to the fact that, in most cases, the ex-
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Figure 1: Relative distribution of chain lengths our Ger-
man dataset compared to the English NYT dataset

act triple is ambiguous not just by virtue of syn-
onymous verb lemmas but also due to contextual
ambiguity.

The work by Granroth-Wilding and Clark (2016)
discusses multiple models, with the best score be-
ing achieved by a model that calculates the com-
patibility of a given candidate triple by averag-
ing across its compatibility (as scored by a neural
model) with all other elements of the chain.

3 Datasets

We use the Gigaword dataset with the preprocess-
ing pipeline presented by Granroth-Wilding and
Clark (2016). In addition, we build a German
dataset based on scraped German news data. The
data is extracted using a German coreference reso-
lution system by Schröder et al. (2021) and depen-
dency parsing from SpaCy (Honnibal et al., 2020).
We produce a dataset of around 1.8× 106 German
narrative chains; we filter out any chains shorter
than three at dataset creation time. Compared to
the approximately 5.7 × 106 chains with a length
of at least three in the Gigaword-derived dataset,
this is a relatively small collection but still allows
us to explore the adaption to a different language.

While we rely on the intrinsic MCNC evaluation
for comparison to existing work, for assessing the
use for narrative modeling, we need a downstream
evaluation, and only limited data is available for
this purpose. The multilingual news-similarity Se-
mEval dataset (Chen et al., 2022a) is, at first sight, a
great fit; the pairs of articles making up the dataset
are each annotated with regard to their similarity
along seven specific dimensions, with each being
dimension scored on a scale of 1–4. The dataset’s
narrative dimension is, however, highly (ρ=.88)
correlated with its overall dimensions, meaning
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that when articles are narratively similar, they are
likely to also be similar in a general sense. It may
seem that, due to this alignment in similarity, no
differentiation needs to be made for modeling the
two dimensions, but we believe this difference is
crucial in identifying texts that deal with the same
narrative in different circumstances. This differ-
ence may also be interesting for other domains,
especially narrative literary texts, where the cor-
relation may, in practice, not be as high. In these
texts, two scenes telling a similar narrative may
not share any concrete entities; for example, the
circumstances of two arguments between multiple
characters may be entirely different with different
surroundings and differently named characters, yet
share some conceptual similarity. As the overall
dimension can be modeled well using existing text
similarity models, however, it seems unlikely that
our approach based on narrative chains will be able
to outperform existing models for the news domain.
Still, we employ the dataset as a testbed for extrin-
sic evaluation for the narrative cloze task.

We make all our extracted chains, the ones from
the NYT dataset, our German dataset, and the Se-
mEval dataset, available for download to enable
further research. 1

4 Experimental Setup

To enable some comparison with prior work, we
replicate the testing setup by Granroth-Wilding and
Clark (2016) wherever possible. In this section, we
discuss the specifics of the task and provide an em-
bedding baseline for our downstream evaluation.

4.1 Task Details
Various evaluation details for the MCNC are not
clearly defined; subsequently, we discuss the pa-
rameters we chose as well as their impact on the
evaluation.
Minimum Chain Length: Chambers and Jurafsky
(2008) only consider chains of a length of at least
five triples. While Granroth-Wilding and Clark
(2016) do not explicitly discuss this parameter but
seem to also apply a limit, the exact value is not
known to us; in the implementation, a default value
of 9 is present. A minimum length limit seems
reasonable as (a) predicting lemmas in chains of
length one is largely up to chance, and (b) an actual
story is likely told with multiple events. In line

1https://ltdata1.informatik.uni-hamburg.de/
narrative-chains/

with (a), we found the choice for this evaluation pa-
rameter to have a fairly large impact on our results;
for example, using the minimum chain lengths 9, 5,
and 3 resulted in the accuracy dropping from 50.21
to 49.08 and 48.48 respectively for a variant of our
static embedding model on the dev set. Choosing
a specific value is, to some degree, an arbitrary de-
cision; for comparability, we adopt the choice of a
minimum chain length of 9 in our experiments.
Minimum Lemma Count: With this parameter,
verb lemmas below a certain absolute count are re-
moved from the training and evaluation data. Due
to the long-tail nature of verb lemma count distri-
butions, many verbs occur very infrequently in the
input. In preliminary experiments, we found this
to have some impact on the results; it is not clear
which threshold was chosen in previous work. We
do not employ this filtering step and instead use all
verb lemmas that occur in the dataset.
Maximum Lemma Count: In previous work,
“stop events” have been used to refer to the process
of excluding verbs that occur too often. Rather
than picking a specific threshold in terms of
count, Granroth-Wilding and Clark (2016) used
the top ten most frequent verbs. We found this
filtering criterion helpful for model convergence
(otherwise, the very frequent lemmas would dom-
inate others). While “see” or “go” are not stop
words in the traditional sense (i.e., they do carry se-
mantic information in a text), in the context of our
chains, in the news domain, they could conceivably
occur in any chain at any point and do not bear any
information content.
Chain vs. Schema-based: Evaluation can ei-
ther be performed on the basis of entire narrative
schemas, i.e., multiple chains that share common
participants or on the individual chain. In this work,
we operate on individual chains making the mul-
tiple choice task, at least in theory, harder than in
full-schema scenarios.
Mention Surface Forms: Including the surface
form of entities means including the concrete form
of each entity mention in the triple. Consider the
short chain (A, gives, B) (B, write, C) and com-
pare it with a version including surface forms (A:
source, give, B: reporter) (B: reporter, write, C: ar-
ticle). Here predicting the second verb is difficult
with no entity surface forms given, but once entity
information is present, the task becomes manage-
able. In an open prediction task without multiple
choices, the solution only becomes relatively un-
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ambiguous when the surface form “article” is also
given.
Candidate Triples: Another important parameter
is the makeup of the triples the model is asked to
choose from in the MCNC evaluation. In terms of
candidate triple selection, Granroth-Wilding and
Clark (2016) randomly sample from all triples in
the dataset, as setup which we follow. The second
aspect is whether the whole triple is presented as a
candidate solution, which is largely the case in prior
work, although Wilner et al. (2021) also consider a
verb only variant. It is clear that with actual full text
for the events (i.e., the mention’s surface forms),
the prediction is trivial in many cases, as entity
names are usually unique within the five presented
choices. For this reason, we only mask the verb in
our experiments (except for when explicitly stated
in the case of the T5 model, see below), sampling
four random verb lemmas from the dataset as the
distractors in the MCNC task.

4.2 Downstream Evaluation and Baseline
We perform the extrinsic evaluation on narrative
similarity (using the dataset by Chen et al., 2022a)
by means of embedding similarity. To align with
their evaluation and following a substantial num-
ber of submitted systems in their shared task, we
embed each document independently and compute
the cosine similarities.

Dimension
Model Dataset Overall Narrative Entity

All Verbs EN 49.40 50.02 50.58
All Words EN 43.12 43.37 44.10
Chain Verbs EN 19.99 19.21 14.03
Chain Mean EN 12.65 11.09 6.63

Transformer2 EN 81.78 78.16 83.76

Chain Verbs DE 44.81 48.49 41.07
Chain Mean DE 24.56 19.12 17.91

Table 1: Correlation of cosine distance of fastText em-
beddings with the dimensions overall and narrative on
the English evaluation split of Chen et al. (2022a), with
a sentence transformer model provided as a comparison.

As a weak baseline for comparing narratives,
we introduce a word embedding-based comparison.
For simplicity, we only consider those pairs where
both articles are written in our model’s language
(either English or German). On the English and
German sections of the news similarity evaluation

2We use all-mpnet-base-v2 from Reimers and Gurevych
(2019).

Embeddings MCNC

FastText-German 31.23
Muse-German 25.04
BPEmb 30.19

Table 2: Comparing embedding sources on the German
dev set. No mention surface forms are used.

data, we compute fastText (Bojanowski et al., 2017)
embeddings of all words, all verbs, and then of all
the verbs included in the narrative chains. The
best results were achieved using a word-level best-
match approach, following BertScore’s (Zhang
et al., 2020) token similarity matching. For compar-
ison, we also provide a method where this matching
is done on the mean of the verb embeddings of in-
dividual chains and, therefore, a chain best match
approach. Table 1 shows that these approaches
lack far behind a sentence encoder baseline and
that while a focus on verbs helps, especially con-
cerning the narrative dimension, the limitation of
only including the verbs that are part of narrative
chains as extracted by Granroth-Wilding and Clark
(2016) pipeline severely impacts the results. We
can observe that, for the German evaluation split,
the results are generally much better than for the
English data. We attribute this to the improved
extraction pipeline. Note that we discard all pairs
where either document has no extracted chains; un-
like in the German training dataset, even chains of
a length below three are retained. Taking only the
verb embeddings clearly outperforms the variant
that considers all words; we do not even see a clear
effect concerning the narrative dimension being
represented better by this setup. Given these initial
results, it seems possible that the “all verbs” em-
bedding baseline will not be outperformed. Never-
theless, it remains interesting to see if the narrative
cloze task can prioritize the narrative dimension
over others.

5 Model Setup and Architecture

We present a neural model that, using static word
embeddings as input features, performs state-of-
the-art narrative cloze prediction.3 To provide an
additional point of comparison, we build a baseline
based on modern techniques, specifically the T5
(Raffel et al., 2020) architecture and training setup.

3Implementation: https://github.com/uhh-lt/
narrative-chain-embeddings
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Figure 2: In our model architecture, we improve training using a linear combination of embeddings in the output
vocabulary.

5.1 Static Embedding Approach
We model narrative sequences using a fixed-sized
context of surrounding triples. Our model is a
transformer that makes use of static embeddings
of individual words as the input (cf. Fig 2), un-
like Granroth-Wilding and Clark (2016), we do not
train static embeddings based just on verbs but in-
stead rely on existing embeddings trained on entire
texts. We take a twofold approach to entity repre-
sentation, allowing both word embeddings of entity
surface forms as well as identity one-hot-encodings
that remain consistent inside of a specific chain.
These entity representations are concatenated with
the verb lemma’s embedding to form our model’s
input embedding for each triple. The training objec-
tive, inspired by masked-language-modeling, has
the model predict one verb lemma at a time. Due to
the long tail distribution of verb lemmas, we need
a fairly large but manageable output vocabulary
of ≈7500words for the English Gigaword-based
dataset.

Our model approaches the task as a classifica-
tion task at inference time, in that the output is
a probability distribution across the vocabulary.
To improve convergence, we train on a cosine
distance objective; the loss function is a cosine-
similarity-based embedding loss, comparing the
output-distribution-weighted average of the classes’
word embeddings with the gold class’s correspond-
ing word embedding. The more straightforward
approach of using a cross-entropy classification
loss did not produce adequate results. During train-
ing, we do not update any parameters in the sys-
tem creating the embeddings. We expect that the
embedding loss allows us to learn better from am-
biguous training examples, as the embeddings of
semantically similar verbs will also have a smaller

cosine distance. For extrinsic evaluation, we use
the embout embedding, the output state of the trans-
former.

In terms of embedding sources, Table 2 shows
a minimal difference between BPEmb (Heinzer-
ling and Strube, 2018) and FastText for German,
making BPEmb an interesting choice and possibly
enabling cross-lingual knowledge transfer.

For all presented training runs on the static em-
bedding approach, we use the same set of manually
optimized hyperparameters: a dropout chance of
0.2, a learning rate of 1× 10−3 , and the one cycle
learning rate scheduler (Smith and Topin, 2019).
The scheduler increases the learning rate for the
first 30 epochs, slowly decreasing it afterwards. In
practice, early stopping finished most runs shortly
before or after reaching the maximum learning rate.

5.2 Langauge Model Approach
For comparison, we employ a state-of-the-art lan-
guage model in the form of T5, converting chains
into textual representations of the form (subj,
verb lemma, iobj, obj), where subject, object,
and indirect object each come with a unique iden-
tifier and the mention’s surface form. We use the
tiny variant of T5 with randomly initialized weights
with a custom tokenizer trained on our dataset. Our
implementation is based on an existing training
script, meaning the masking is not limited to verbs
but instead to random tokens in the input.

For the MCNC task, we align the inference with
T5’s denoising training objective by masking a
single event and comparing the likelihood of all
multiple-choice options as generated outputs. Em-
beddings are created by using the last encoder state
of the T5 model.
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Setup MCNC

Full Model 52.00

+ classification loss 48.29
+ classification loss - embedding loss 25.04

- mention surface forms 50.21
- mention surface forms - FastText + BPEmb 49.78

Table 3: Ablation study for our model on the English dev
set with our static embedding approach, + and - indicate
added and removed model options, respectively.

Dataset Entity
String Model MCNC-

Accuracy

Ours (German) 7 Ours 30.66

Gigaword-Verb
3 Ours 50.89
7 Ours 49.06
7 T5-based 28.01

Gigaword-Triple 3 T5-based 92.33
3 G&C (2016) 49.57

Gigaword-Context 74 W,W&G (2021) 92.22

Table 4: MCNC results on the Gigaword NYT and our
own dataset show that our models outperform previous
approaches in the same setup.

6 Results

In Table 3, we report the impact of different param-
eters on our model. In terms of embeddings, Fast-
Text slightly outperforms BPEmb by .43 percent-
age points but does not provide any multilingual
capabilities. Additionally, the impact of mentions’
surface forms is only 1.79 percentage points, mak-
ing it potentially viable to exclude them, thereby
increasing the model’s focus on the narrative over
the mentioned entities. For the choice of loss func-
tions, it is clear that the embedding loss performs
much better than the classification-based loss on its
own by a large margin of 26.96 percentage points;
even the combination of both performs appreciably
worse than the embedding loss on its own.

We did not find success with reusing weights,
from our BPEmb setup, from one language in the
other but did not experiment with multi-task learn-
ing to handle both languages at once.

Table 4 shows that our model outperforms pre-
vious approaches in the MCNC setting with a
minimum chain length of nine, outperforming ap-
proaches in the same setup by more than 1.8 per-

4While the model does not explicitly use the mention’s
surface forms, they are captured by the verb’s contextual em-
bedding.

Model Dimension

Overall Narrative Entity

Ours (no surface forms) 11.06 16.68 10.82
+ shuffle 11.33 17.18 10.65
- entities 8.76 11.83 7.26

Ours German 25.78 23.64 21.64
+ shuffle 25.71 23.94 21.55
- entities 26.74 23.66 21.73

English T5 model 13.17 9.95 10.13
+ entity surface forms 5.69 2.53 6.05

Table 5: The extrinsic evaluation on the news similarity
dataset is evaluated using Pearson correlation of embed-
ding distances with human judgments.

centage points. Further, it shows that the inclu-
sion of entity surface forms enables the T5 model
to perform incredibly well at over 92% accuracy,
making it ostensibly outperform the best models
by Wilner et al. (2021), which uses contextual rep-
resentations. Their evaluation setup may, however,
differ in terms of minimum chain length, making
this comparison an unclear one. It is to be noted
that the Gigword-Triple models are asked to pre-
dict the entire triple of arguments rather than just
the verb lemma, as is the case for the other models.
As supported by the much worse performance of
the T5 model without access to entity strings (a
drop by over 60 percentage points), we strongly
suspect that the T5 model is only looking for com-
patible mentions and will often only find one such
option in the five choices presented. We manually
confirmed that this strategy works in the major-
ity of cases. The performance compared to that
of the Granroth-Wilding and Clark (2016) model
can be explained by the fact that this model only
compares pairs of triples, averaging across their co-
herence scores, and can thus not look for mention
compatibility globally in the entire chain. Over-
all, removing entity surface forms leads the T5
model to underperform drastically, whereas our
static-embedding-based model only suffers a minor
performance penalty. As previously discussed, we
suspect this setup may lead to more meaningful
narrative modeling.

As a downstream evaluation of our embeddings,
in Table 5, we use them to predict the narrative sim-
ilarity as annotated by humans in the multilingual
news similarity dataset (Chen et al., 2022a). Our
results clearly show that narrative chains fail to be
a good model of narrative, with our results on static
embeddings indicating that the loss of context is, at
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least in part, at fault. Table 5 further supports our
explanation of T5’s overperformance; rather than
focusing on semantic aspects of the chain, T5 ap-
pears to focus on matching mention surface forms,
which is reflected in its very low performance on
the extrinsic evaluation.

After qualitative analysis, we suspected that our
model might only be a topic model of sorts that
considers the domain of verbs rather than any se-
quential nature of them. This is supported by the
fact that it is overall still comparable in MCNC
performance with the coherence based Granroth-
Wilding and Clark (2016) model. Further news
articles often do not tell happenings in their chrono-
logical order while our extraction pipelines rely
on text order, meaning that the order does not nec-
essarily follow logical sequences of actions. We
test this hypothesis of no sequential understanding
in Table 5 by shuffling the triple sequence. We
find that both models perform slightly better with
shuffling on this specific data (although only by
a margin of up to 0.5 percentage points), proving
that there is, in fact, no reliance on ordering infor-
mation. Interestingly, removing entities (meaning
identity information in the form of one-hot encod-
ing rather than surface forms in case) has a much
larger impact of ≈5 percentage points on the re-
sults for the English dataset. This is in line with
our findings in manual prediction experiments on
the MCNC task, where we found a good strategy
to be the compatibility of actions of a given entity
(e.g., someone who “raises” may also “announce”
or “purchase” but probably will not “live”). The
effect of entities having a large effect on the results
is, however, not seen in the German data, indicating
that it may take a different approach to narrative
modeling. Overall the German model exhibits bet-
ter performance, which may be attributed to the
different extraction pipelines, which already pro-
duced better results in Table 1; in fact, the German
model is the only one that outperforms one of its
baselines, the “Chain Mean” variant by a margin
of ≈4 percentage points on the narrative dimen-
sion. This is surprising, given that it performed
much worse than the other variants on the MCNC,
casting doubt on the usefulness of narrative cloze
evaluation, at least in this specific setup.

6.1 Silhouette Scores
To further inspect the model, we analyze the
produced embeddings in terms of their cluster-
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Figure 3: Silhouette scores of three models keep improv-
ing throughout training, indicating that verb lemmas are
increasingly separated throughout the training process.

ing. Specifically, we make use of the silhouette
score (Rousseeuw, 1987), a cluster evaluation met-
ric, to assess how well-separated individual verb
lemmas are. The embeddings are created by mask-
ing an individual lemma and taking the correspond-
ing predicted output representation. The silhouette
score can take values from -1 to 1, where each of
the extremes means the data points are perfectly
mixed and perfectly separated. To be clear, we
do not expect a perfect performance from either
method here, as polysemous verbs mean that the
same lemma should not always receive the same
embedding while (due to synonyms) different lem-
mas may take the same embedding form; a com-
parison across models may, however, provide addi-
tional insights.

Figure 3 illustrates that, in all runs, the silhouette
scores steadily improve. For the German dataset, it
is expected that convergence takes more epochs due
to the smaller training set, but it is surprising that
the silhouette score ends up at -0.33, equivalent
to both English runs at -0.33 and -0.32, despite
the much worse performance of the models on the
MCNC task. This result further supports the idea
that the narrative cloze task, in its current form,
may not be a perfect approximation of narrative
modeling capabilities.

6.2 Qualitative Exploration
For insights into the model’s performance, we man-
ually assess its output. First, we ask the English
model (without mention surface forms) to predict
the lemma in a triple of two participants. The
model outputs the following lemmas: “join”, “win”,
and “support”. Interestingly, this is not in line with
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the most common lemmas (“think”, “play”, and
“call”, after filtering stop-lemmas), which may be
explained by short chains having different content
than longer ones.

The chain (A, kill, B), (C, catch, A), (D, _, A),
where the underscore denotes a masked lemma,
results in the following top three lemmas predicted
in descending order of probability: “hit”, “find”,
“face”. If we add the information that we are in
a judicial context by adding (D, sentence, A) to
the end of the chain, we get the following list of
lemmas instead: “shoot”, “kill”, “catch”. While
these lemmas are more compatible with the domain,
it seems unlikely that the same entity sentencing the
subject would also shoot or kill them, indicating
that the identity information of entities does not
have a large effect.

We test if the ordering can, in extreme cases,
affect the outcome using the following chain: (A,
hug, B), (A, insult, B), (A, _, B). In this chain,
changing the order of “hug” and “insult” leads to
the lemmas “kiss” and “hit” changing their order
in terms of model score, with “hit” receiving the
higher score when “insult” comes directly before
it. This reversal indicates that some ordering infor-
mation is present in the model even though it is not
conducive to narrative embeddings (as evidenced
by the results in Table 5). We observe the same
behavior in the German model using a translation
of the above chain.

The examples illustrate the natural ambiguity
created by removing most contextual information,
an effect that likely places an upper limit on MCNC
performance. The fact that ordering information is
used to check the compatibility is a promising sign
that some narrative understanding may be present
in our model that goes beyond the best-performing
approach by Granroth-Wilding and Clark (2016),
which does not take order into account.

7 Conclusion

In this work, we presented models with state-of-
the-art MCNC performance in two different setups
and on German and English datasets. We produced
vector embeddings as narrative representations and
performed extrinsic evaluations of our narrative
cloze models using the comparison to human narra-
tive similarity ratings. In a qualitative review of our
model outputs, we illustrated that the model cap-
tures sequential information. The performance of
our embeddings indicates that narrative-cloze may

not be a perfect fit for narrative similarity model-
ing; on the other hand, we were able to, in some
scenarios, produce embeddings that model narra-
tive similarity better than overall similarity, placing
emphasis on the desired aspects of a text. In almost
all cases, our models were also able to place less
emphasis on entities than plain word embedding
and especially sentence encoder models did. Over-
all, it can be concluded that limiting the model’s
access to information can help create embeddings
that represent a specific aspect of the text.

It is also clear that in the current state, in almost
all setups, our chain embeddings are outperformed
even by static verb embeddings. We see two major
roadblocks to applying this approach to the com-
putational modeling of narratives. The first is the
limited evaluation data: while the SemEval dataset
by Chen et al. (2022a) is a step in the right direction,
it fails to clearly demonstrate the need for narrative
modeling as, in the news domain, dimensions are
strongly correlated. A dataset on another domain
is needed; this is something we seek to address in
upcoming work.

The second is the actual quality of predictions.
In preliminary annotation experiments, we were
unable to perform on par with the predictions sys-
tem. While further analysis is required, we suspect
that this is attributable to the fact that the chains
provide too little information.

8 Future Work

As we see the limited information as a crucial short-
coming of narrative chains, we will conduct further
research in the direction of Wilner et al. (2021), us-
ing contextual embeddings and trying to explicitly
remove information on the actors (e.g., by renam-
ing them). In our opinion, the approach of narrative
cloze in its original form is no longer a promising
approach for building semantic representations of
narratives. Avenues to improving the performance
on the narrative cloze task still exist and go beyond
improving the extraction process or the representa-
tion of individual events. An example of this may
be exploiting the knowledge of pre-trained large
language models, which we did not find success in
preliminary experiments.

If the semantic modeling by means of extracted
narrative chains was to be successful in the future,
we suspect that a much-improved event represen-
tation would be needed. It may, however, be more
promising to pursue alternative ways of modeling
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narratives, perhaps through the use of supervised
narrative similarity data. Any supervised training
on the text level will, however, need to deal with the
effect that other similarity markers, such as com-
mon entity names, already are a strong indicator of
narrative similarity. Such markers are not present
during inference on unrelated texts sharing similar
narratives.
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