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Abstract. Comparative question answering is one of the question
answering subtasks which requires not only to choose between two (or
more) objects, but also to explain the choice and support it with argu-
ments. ChatGPT-like models are able nowadays to generate a coherent
answer in a natural language, however, they are not fully reliable as
they are not publicly accessible and tend to hallucinate. Another solu-
tion is a Comparative Argument Machine (CAM), which however, has
been developed for English only. In this paper, we describe the develop-
ment of RuCAM—comparative argumentative machine for Russian, as
well as the challenges of the system adaptation for another language. It
is the first open-domain system to argumentatively compare objects in
Russian with respect to information extracted from the OSCAR corpus.
We also introduce several datasets for the RuCAM subtasks: compara-
tive question classification, object and aspect identification, comparative
sentences classification. We provide models for each subtask and compare
them with the existing baselines.

Keywords: comparative question answering · Russian language ·
comparative question identification · question answering

1 Introduction

The problem of choice has always been topical for people. In everyday life one
may choose between different options of food or drink, various types of cloth-
ing. Besides, sometimes it is important to choose the right university, convenient
smartphone or suitable operating system. While comparing several objects, peo-
ple mainly look for substantiated answers why one item may be better than the
other on a certain aspect. Hence, a possible NLP solution of this problem lies
concurrently in the field of question answering and argument mining.

In this paper, we narrow our research to the specific type of questions—
comparative questions, where two objects are compared with each other, option-
ally, by some aspect. For example, in the sentence: “Who is a better friend, a cat
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or a dog?”,—“cat” and “dog” are the objects being compared and “better friend”
is the aspect by which both objects are compared. The comparative question
answering task aims at answering this question not only by choosing the win-
ning object, but also by explaining and supporting the decision with arguments.
Comparative questions with more objects and superlative questions like “Who
is the tallest man in the world” are out of scope of our research.

The complexity of comparative question answering task makes it hard to find
a universal instrument meeting all users’ requests. Specific product comparison
systems, such as Compare.com1, provide detailed information about a narrow
range of goods (electric vehicles, certain hotels etc). Question answering plat-
forms like Quora, or StackExchange2 contain few comparative question answers
regarding the total number of topics. Modern services based on Large Language
Models (LLMs) are also able to provide a comparison of objects. However, they
cannot be fully reliable as they are either not fully open (e.g. ChatGPT, Bing
AI search) or they might hallucinate [7,10] or the provenance of the arguments
in such models cannot be derived.

One of the most known and prominent research in the field is Compara-
tive Argumentative Machine (CAM) [3,21] based on argumentative structures
extracted from web-scale text resources. It allows to retrieve and rank textual
argumentative structures relevant to a comparative user input of two objects.
However, it is English-oriented, whereas there are no analogues for Russian.

Therefore, in this paper we present RuCAM—a system aimed at comparing
two objects from general domain in Russian with argumentative explanations.
We also provide the link to the web service3 and to the GitHub repository4 with
code and data for all steps. As compared with its predecessor, CAM, it has the
following differences: (i) it allows to work with comparative questions in natural
language; (ii) it has the component for object and aspect identification from
comparative questions; (iii) it uses an Elasticsearch index of Open Super-large
Crawled Aggregated coRpus (OSCAR) [18]. The system is aimed to help users
to speed up the process of comparative answers search. Moreover, a summary
provided in the answer serves to support a decision-making process.

In this paper, we do not only describe a similar system and a pipeline from the
engineering prospective. We also pose the following research questions: (RQ1)
What the the main peculiarities of CAM that need to be taken into account
when adapting it to other languages? (RQ2) What are the main challenges
while adopting CAM specifically to the Russian language? In addition to the
answers at those RQs, we also present the following contributions of the research:

1. We present RuCAM—a system for argumentative comparison of two objects
based on information extracted from Common Crawl. As a successor of CAM,
it is adapted for the peculiarities of the Russian language, has additional
components that allow to work with natural questions and applies more recent
NLP models.

1 https://compare.com.
2 https://quora.com, https://stackexchange.com.
3 https://rucam.ltdemos.informatik.uni-hamburg.de.
4 https://github.com/stefanrer/MCQA_RUS.

https://compare.com
https://quora.com
https://stackexchange.com
https://rucam.ltdemos.informatik.uni-hamburg.de
https://github.com/stefanrer/MCQA_RUS
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2. We provide several datasets for the RuCAM subtasks: comparative question
classification, object and aspect identification in comparative questions, com-
parative sentence classification on general domains.

3. We provide baselines for each subtask in the pipeline and compare model
performance with the existing approaches, if available.

2 Related Work

Comparative question answering derives from two tasks in Natural Language
Processing (NLP): question answering and argument mining. There are multiple
works that considered each problem separately, whereas very few studies combine
both of them. In this section, we quickly overview each of the above mentioned
tasks and then discuss the CAM system as the predecessor of RuCAM.

Recent studies on Comparative question answering [2] also deal with sev-
eral problems in the field: comparative question classification, object and aspect
identification and sentence classification. The identification of these elements will
help to identify the comparative character of a question and its stance. These
subtasks have been performed with the help of manually annotated question
dataset and different neural networks, among which the fine-tuned RoBERTa
has shown the best results. The extension of the above idea is described by
Chekalina et al. [8]. Natural Language Understanding module is added to the
argument search engine as well as Answer Generation module. The whole system
is able to process a user’s request, to wit, extract objects, aspects and predicates,
find the pros and cons argumentation for the objects found, and generate a short
answer which is a summary of arguments for the English language.

As for the Russian language, some research studies on question classification
have been conducted in recent years. One of the deepest analysis of comparative
questions for Russian as well as developing methods for their classification has
been done by [3]. The authors introduce 10 subclasses of comparative questions
and claim to collect 50,000 questions and analyse 6,250 questions in Russian,
however, they are not allowed to disclose the data even for academical purposes.
In this paper, we compare our model with the model developed by [3] and make
the data public. Other papers devoted to the comparative questions in Russia,
are [16,17], where the authors apply regular expressions, machine learning and
neural networks methods to classify questions, including comparative ones, with
respect to the predetermined typology.

Considering previous research on Argument Mining, there exist multiple pub-
lications on the topic for the Russian language. The most popular dataset and
a variety of classification tasks are presented in [14], which describes different
methods participated in the organised shared task. In [12], the authors present
the first publicly available argument-annotated corpus of Russian based on Argu-
mentative Microtext Corpus and experiment with feature-based machine learn-
ing approaches for argument identification. They also explore the possibility to
classify argumentative discourse units (ADU) using traditional machine learn-
ing and deep learning methods [11]. More recent publications for the Russian
language tackle the problem of argument generation given aspect [13] and end-
to-end Argument Mining over varying rhetorical structures [9].
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2.1 Comparative Argumentative Machine

As we stick to the concept of CAM search engine, it is necessary to point out its
features that might be challenging to implement to other languages. Compara-
tive Argumentative Machine [21] is aimed to help with answering comparative
questions using argument mining techniques. It consists of 5 components: sen-
tence retrieval, sentence classification, sentence ranking, aspect retrieval and
result presentation.

First of all, CAM has no request processing step, whereas it is a significant
part of RuCAM (Subsects. 3.1, 3.2). Objects and aspects are entered manually by
user via interface. The first CAM step is the retrieval of relevant sentences from
the CommonCrawl corpus. It searches for indexes corresponding entered objects
and aspects using ElasticSearch. The RuCAM search is performed similarly (see
Subsect. 3.3) and is based on a cleaned and a preprocessed version of CC—Open
Super-large Crawled Aggregated coRpus (OSCAR) [18]. The main adaptation
challenge at this step is the availability of tools for large-scale text preprocessing.

The second CAM step is the sentence classification. The detailed process
for this subtask is described in [19]. In a series of experiments with classification
models, XGBoost shows the best results. For this task, RuCAM applies a similar
baseline, but uses the Transformer-based models for Russian. This step might
be challenging in terms of collecting good-quality annotations for training.

The next steps are similar for CAM and RuCAM: sentence ranking using
a combination of Elastic Search and classification scores, and additional aspect
retrieval. The final step—displaying results is almost similar for both systems,
however RuCAM allows users to choose between entering a comparative question
in Russian or to enter objects and aspects manually (see Fig. 2 for details).

3 System Design

Argument retrieval

ElasticSearchJSON
query

Arguments ranking

Ranked
arguments

Question analysis

Comparative 
question identification

Object & aspect
identification

Sentence 
classification

Ranking relevant
sentences

Question

Fig. 1. Design of the RuCAM system.

As mentioned earlier, RuCAM is aimed at comparing two objects on the basis of
argumentative structures extracted from web-scale text resources. This approach
can be split in two consecutive steps: question analysis and argument retrieval.
The first step is about identification of interrogative nature of sentence (is it
comparative or not) as well as the sequence labelling subtask for object and
aspect identification. The second step constitutes the search of argumentative
structures relevant for objects extracted from the input question, their classifica-
tion (“Is the sentence in favour of one object or another?”) and ranking (“Which
sentences are more relevant for comparison?”).
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The design of our RuCAM system is shown in Fig. 1. It consists of the follow-
ing stages, which are described in more detail in the corresponding subsections:
comparative question identification (Subsect. 3.1), object and aspect identifi-
cation (Subsect. 3.2), argument retrieval (Subsect. 3.3), sentence classification
(Subsect. 3.4), and sentence ranking (Subsect. 3.5).

3.1 Question Identification

The processing of the request starts with the identifying the question type (com-
parative or not). To do that, we first compile the dataset that satisfies our needs.
We start with the Russian dataset of questions [16]: 146 items are used with pos-
itive tags (with classes “choice” and “comparison”) and all other sentences (2,121)
as negative. As the major Russian dataset from [3] with comparative questions
cannot be disclosed for training, we only take its open part used for testing the
fine-grained classifier. Additionally, we translate query questions from [4–6] for
argument mining Touché competitions using the “EN_RU” translation model
from [15]. We manually check and improve comparative sentences in terms of
fluency and grammaticality, as their number is relatively small.

However, the number of positive entries in the compiled dataset might be still
too small to work with, therefore, we automatically translate the existing English
dataset for comparative question identification [2,3] with the model mentioned
beforehand. The dataset used as well as their statistics and application is pre-
sented in Table 1. The example entries of the compiled Russian dataset could be
seen in Table 2.

Table 1. Statistics and specifications of the datasets used for comparative question
identification.

Dataset Non-Comparative Comparative Total
Nikolaev et al. [16] 2,040 143 2,183
Bondarenko et al. (fine-grained test) [3] 0 1,240 1,240
Touché (2020–2022) (translated) [4–6] 0 100 100
Webis-CompQuestions-20 (translated) [3] 1,431 1,429 2,860
Webis-CompQuestions-22 (translated) [2] 2,529 3,088 5,617
Total (selected) 6,000 6,000 12,000

At this step, we implement and compare the following approaches for ques-
tion identification: a rule-based baseline, a ru-tinyBERT model finetuned on
the compiled dataset in Russian, and the fine-tuned BERT model from [3] (both
trained on 3 epochs with batch 32, other parameters are default). We discuss the
results and compare their performance in ’Evaluation’ section. As a rule-based
baseline we implement the idea of special patterns contained in questions as the
simplest identification mechanism. Therefore, we created patterns which include
comparative forms (“luqxe” (“better”), “hu!e” (“worse”)), explicit mentions of
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comparison (“po sravneni"” (“in comparison with”)), similarity (“poho!i#”
(“similar”), “odinakovy#” (“same as”)) or difference (“otliqaets$” (“differ-
ent from”), “nepoho!i#” (“not like”)), advantages (“preimuwestvo” (“advan-
tages”), “vyigryvaet” (“wins over”)) or disadvantages (“nedostatok” (“disad-
vantage”), “proigryvaet” (“lags behind”)), verbs expressing choice (“vybrat%”
(“choose”), “predpoqest%” (“prefer”)).

Table 2. Example entries from the Russian dataset for comparative question identifi-
cation. 1 stands for the comparative sentence, 0 for non-comparative.

Sentence Label
Kakovy preimuwestva i nedostatki PHP po sravneni! s Python?Kakovy preimuwestva i nedostatki PHP po sravneni! s Python?Kakovy preimuwestva i nedostatki PHP po sravneni! s Python? 1
Kakovy preimushhestva i nedostatki PHP po sravneniju s Python?
What are the advantages and disadvantages of PHP compared to Python?
Kogda mne postupit" v universitet?Kogda mne postupit" v universitet?Kogda mne postupit" v universitet? 0
Kogda mne postupit’ v universitet?
When should I go to university?

3.2 Object and Aspect Identification

After identifying the question as comparative, we need to extract objects and
(optionally) aspects to further provide them for the argument retrieval stage. In
order to create a dataset for the task, we take 6000 sentences from the previ-
ous step than were labelled as comparative and manually annotate them. Three
experts in computational linguistics and NLP are required to highlight “object-
1”, “object-2”, “aspect”, “common object” in a text, analogously to the guidelines
in [1]. Common object is the specific structure with a noun subordinating two
adjectives in a construction like “qerny# ili zeleny# qa#” (“green or black
tea”). The level of annotator agreement (Fleiss’s kappa) amounts to the follow-
ing levels: object-1 & object-2—0.83, aspect—0.71, common object—0.54. When
creating the final dataset for models fine-tuning (2,328 sentences with exactly
two objects), we use the annotation versions supported by the majority of anno-
tators.

At this step, we also implement several approaches of object identification:
a rule-based algorithm, fine-tuned Transformer encoders (10 epochs, batch 32,
other parameters are default) and a few-shot approach on generative Trans-
formers. A rule-based algorithm is founded on the idea that all requests have
a certain structure. By this, we mean the existence of two comparison objects
and a connective between them. We consider the following cases: two nouns,
two verbs, combinations of noun and adjective, combinations of noun and two
subordinate adjectives. We also expect a connective from the list of conjunctions
and synthetic words expressing comparison between the objects: “ili” (“or”),
“luqxe” (“better”), “luqxe qem” (“better than”), “luqxe ADV qem SCONJ”
(“better than”), “luqxe A qem CONJ po PR sravneni! NOUN” (“better than
in comparison with”)).
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3.3 Sentence Retrieval

In order to retrieve arguments in favour of one or the other object, we use Open
Super-large Crawled Aggregated coRpus (OSCAR) [18] which comprises 21.5M
documents for the Russian language which we split into 21B sentences. We use
OSCAR instead of the Common Crawl, while it is claimed to be its filtered ver-
sion. We store and index this data with Elasticsearch5—a search engine based
on the Lucene library that enables fast search using HTTP web interface and
schema-free JSON. To ensure quick and stable responses from Elasticsearch we
deploy it in parallel on 16 Ubintu Server 16.04 nodes with 2×10 Cores (+Hyper-
threading) CPU, 256 GB of RAM and 4TB HDD each.

When indexing documents, we decide to create two indexes: the first one is
used for storing document information (the number of sentences in the document,
its metadata and the web-link) and the second one for storing sentences. Each
indexed sentence includes its document ID, previous and next sentence IDs,
number of words in the sentence and the text itself.

To retrieve sentences, we first do the Snowball stemming of the query objects
and aspects and then apply wildcards to be able to find all word forms. Lemma-
tization could be a fair alternative at this step, however, we stick to stemming
because of the time constraints. We send a boolean json query and require that
the clause must appear in matching documents. We consider this step to be the
most challenging in the whole CAM for implementation, as Russian language
has a highly fusional morphology which makes it much more difficult to retrieve
sentences than in English, as query words may occur in any form.

3.4 Sentence Classification

Table 3. Examples with tags from the sentence classification dataset. Objects for
comparison are in bold.

Sentence Tag
V l!bom sluqae, zapekat"zapekat"zapekat" gorazdo poleznee, qem $arit"$arit"$arit" BETTER
V ljubom sluchae, zapekat’ gorazdo poleznee, chem zharit’
In any case, baking is much healthier than frying
Tawit" ly$ily$ily$i na goru slo$nee, qem odin snoubordsnoubordsnoubord WORSE
Tashhit’ lyzhy na goru slozhnee, chem odin snoubord
Carrying ski up the mountain is harder than just one snowboard
zdes" luqxe vsego ispol"zovat" spon$spon$spon$ ili xiroku! kist"kist"kist" NONE
Zdes’ luchshe vsego ispol’zovat’ sponzh ili shirokuju kist’
Here it is best to use a sponge or a wide brush

After the candidate sentences with possible arguments are found, it is necessary
to understand whether a sentence argues in favour of the first or the second
5 https://www.elastic.co.

https://www.elastic.co
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object. Analogously to CAM [21], we collect a dataset of 1208 sentences from
67 object pairs and annotate them using Yandex.Toloka system for data crowd-
sourcing [20]. To do this, we select same or similar pairs from the same domains
as in English (e.g., programming languages, car manufacturers, food and drinks)
and make a query to Elasticsearch as it is described in Sect. 3.3 to extract all sen-
tences matching the query. Then we create three tags: “BETTER” (the first item
is better or “wins”)/“WORSE” (the first item is worse or “looses”) or “NONE”
(the sentence does not contain a comparison of the target items). When display-
ing classified sentences, “BETTER”-sentences support the first compared object,
“WORSE”-sentences are used as pro-argument for the second object. Unfortu-
nately, the annotated dataset is highly imbalanced: 75% of texts belong to the
“NONE” tag, 16%—to the “BETTER” tag and only 9%—to the “WORSE” tag.
Table 3 demonstrates some excerpts from the dataset within the label.

At this step, we also implement a rule-based baseline, several large language
model classifiers based on Transformer Encoders (3 epochs, batch 32, other
parameters are default) and few-shot approaches with generative Transform-
ers, which allow to address in issue of data imbalance using only 5 examples
from each class. The rule-based approach requires two lists of keywords with
adjectives and adverbs with the meaning of superiority or inferiority of the first
object over the second. We also take into account negation cases when the sense
of a sentence is reversed.

3.5 Sentence Ranking and Object Comparison

The processes of sentence ranking and object comparison is identical to the one in
CAM [21]: we score comparative sentences by combining the classifier confidence
and the Elasticsearch score6. When displaying the arguments in RuCAM on a
certain object, we sum up not only BETTER-arguments, where the current
object is the first item, but also WORSE-arguments, where the object is the
second item in the sentence. For instance, both sentences “Python luqxe, qem
Java” (class >) and “Java hu$e, qem Python” (class <) are used in favour of
Python when comparing with Java.

In addition to user-specified comparison aspects, CAM generates up to ten
supplementary aspects (even when no comparison aspect at all was provided
by the user) to display it for better output presentation. To do the same for
RuCAM, we use three different methods for aspect mining: (1) searching for
comparative adjectives and adverbs; (2) searching for phrases with comparative
adjectives/adverbs and a preposition like “dl%” (“for”), “qtoby” (“to”), etc. (e.g.,
“bystree dl% napisani% koda” (“better for code writing”)); (3) searching for
specific hand-crafted patterns like “iz-za bolee vysoko# skorosti” (“due to
higher speed”), or “priqina &togo kroets% v cene” (“the reason for this lies
in the price”). An extracted aspect is assigned to the object with the higher
co-occurrence frequency.

6 https://www.elastic.co/guide/en/elasticsearch/guide/current/scoring-theory.html.

https://www.elastic.co/guide/en/elasticsearch/guide/current/scoring-theory.html
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4 Evaluation

This section is devoted to the evaluation of all of the developed models for each
of the pipeline steps of RuCAM. We present comparison tables and select the
best-performed model from each step to the final pipeline.

4.1 Question Identification

Table 4. Model comparison table for the results in the Comparative Question Classi-
fication task.

Model name Model Parameters Precision Recall F1-score
rule-based – 0.89 0.88 0.87
Bondarenko et al. [3] 167.3M 0.95 0.95 0.95
ruBERT-tinya 29.4M 0.91 0.90 0.90
ahttps://huggingface.co/cointegrated/rubert-tiny2

From the results, presented in Table 4, we can see comparative questions are
indeed very specific kind of questions and that they can be easily identified even
with rule-based approaches. The best results are achieved by the existing model
from [3], however, the questions the model was trained on are from the same
dataset we took the major part of our testing questions from. This partially
explains higher results of [3], as they were training on the data from the same
distribution as the test set. Nevertheless, even with no access to this data, but
only to machine-translated datasets, it is possible to train a well-performing
model. The finetuned ruBERT-tiny achieves decent results outperforming the
baseline with smaller number of parameters.

4.2 Object and Aspect Identification

This subsection presents the results for the developed token classification models
for identifying objects and aspects. We test a rule-based approach, and several
Transformer approaches: finetuning of the standard sequence taggers as well as
testing few-shot generative Transformers. Table 5 presents the results for each
model. As this subtask is formulated for the first time for the Russian language,
there are no additional models to compare with.

Even though the rule-based model demonstrates quite high results, it still lags
behind most of the provided LLMs. However, the results of this approach are still
higher than most of the models on “CommonObject” identification. Generally, the
results show that generative models perform on par or even slightly better than
the baseline and significantly lag behind Trasnformer encoders. Nevertheless,
we need to specify that generative Transformers might have higher potential
as they were shown 5 examples only and they might perform much better after

https://huggingface.co/cointegrated/rubert-tiny2
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Table 5. Results on F1-score for the object and aspect identification experiments.

Model name Object-1 Object-2 Aspect Common Object Average
rule-based baseline 0.71 0.81 0.17 0.23 0.66
wikineural-multilingual-nera 0.77 0.75 0.50 0.66 0.71
ruBERT-tinyb 0.87 0.78 0.17 0.00 0.69
ruBERT-largec 0.97 0.88 0.57 0.00 0.80
bactrian-x-llama-13bd (5-shot) 0.75 0.72 0.22 0.00 0.62
ruGPT3 (5-shot) 0.66 0.65 0.04 0.00 0.54
ahttps://huggingface.co/Babelscape/wikineural-multilingual-ner
bhttps://huggingface.co/cointegrated/rubert-tiny
chttps://huggingface.co/ai-forever/ruBert-large
dhttps://github.com/mbzuai-nlp/bactrian-x

proper finetuning. We leave this question out of scope of our research and present
models as baselines only. Regarding lower and zero scores for the “Aspect” and
“CommonObject” labels for many models, we assume that the reason of that
is the inconsistency in annotations. Similarly low results we also shown in [1],
which might also indicate the difficulty of the “Aspect” and “CommonObject”
identification in general.

4.3 Sentence Classification

Table 6. The results on F1-score for the comparative sentence classification models.

Model BETTER WORSE NONE Average
rule-based 0.34 0.33 0.82 0.69
ruBERT-tinya 0.57 0.38 0.91 0.82
ruBERT-largeb 0.00 0.00 0.87 0.76
bactrian-x-llama-13b (5× 3-shot)c 0.30 0.12 0.32 0.36
ruGPT3 (5× 3-shot) 0.26 0.24 0.19 0.23
ahttps://huggingface.co/cointegrated/rubert-tiny
bhttps://huggingface.co/ai-forever/ruBert-large
chttps://github.com/mbzuai-nlp/bactrian-x

As in the previous steps, we compare a rule-based and several Transformer-based
approaches. According to Table 6, the results for comparative sentence classifi-
cation are inconsistent for each class and relatively low for all of the presented
models, due to the class imbalance problem. The “WORSE” class always achieves
the lowest score among the classes. We can see that the best results are achieved
with the ruBERT-tiny model, while BERT-large overfits on the dataset with
prevalent “NONE” class. Rule-based approaches also produce average results for
all classes while the lowest scores are achieved by LLMs (ruGPT3 and bactrian-
x-llama) with generative setup.

https://huggingface.co/Babelscape/wikineural-multilingual-ner
https://huggingface.co/cointegrated/rubert-tiny
https://huggingface.co/ai-forever/ruBert-large
https://github.com/mbzuai-nlp/bactrian-x
https://huggingface.co/cointegrated/rubert-tiny
https://huggingface.co/ai-forever/ruBert-large
https://github.com/mbzuai-nlp/bactrian-x
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5 Demonstration System and Current Work

The main outcome of our research is the final system where we integrate all the
parts described above. Figure 2 depicts the interface of the whole system. We
have decided to apply ruBERT-tiny at each step as the compromise between
speed, memory space and efficiency. The evaluation of the system is currently
work in progress. We plan to evaluate RuCAM analogously to CAM evaluation
pipeline, by asking whether users are faster answering correctly when using the
CAM system and ask some users to “play” to collect some user experience feed-
back. The research is to be based on the collection of topics (two objects + one
aspect) available for CAM- and keyword-based search. A topic is suitable for
the research if it has more support sentences than the established lower bound.
Additional descriptions fore some topics will help to avoid potential ambigui-
ties or subjectivities. In the first part of the task the participants should give
an answer as quickly as possible using both experimental systems alternatingly.
For that purpose the collection of topics is randomly split into two groups. The
second part of the task allows users to test the functionality and convenience
of the system without time limitations and make as much comparisons as they
want.

Fig. 2. Design interface of the RuCAM demonstration system.
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6 Conclusion

In this article, we present RuCAM—the first instrument which helps to answer
general-domain comparative questions in Russian. Inspired by the CAM system,
we create a similar pipeline, adding new steps for comparative question classifi-
cation, object and aspect identification, sentence classification. We also present
several new datasets in Russian that might be further used for the fine-tuning
of language models for each subtask. From the performed experiments, we can
see that the rule-based approaches show decent results on all subtasks of com-
parative QA as well as few-shot generative Transformers (which need further
investigation). As the answer on (RQ1), we state that when transferring CAM
to other languages, you should take the following peculiarities into account: (i)
the difference in the notion of comparative sentences in different languages;(ii)
the difference in the syntax and morphology of languages when re-implementing
rule-based approaches; (iii) the existence of the relevant datasets and pre-trained
Large Language Models for training and large text corpora containing compar-
ative sentences for search in the target language. Nevertheless, as it has been
shown for Russian, it might be quite smooth if at least some the required tools
are available. As for (RQ2), we can see that the main challenge is the complex-
ity of Russian grammar for re-implementing rule-based approaches. Inflectional
morphemes make it difficult to search for specific forms in the text at any step
of our approach. Moreover, quite flexible word order which makes the process of
matching regular expressions in the rule-based approaches more challenging. As
future directions, we plan to incorporate a summarisation system that would be
able to produce a coherent answer from two lists of arguments for each object. It
will allow us to compare the results of various instruct-tuned models for Russian
and ChatGPT with the RuCAM pipeline. As the instruct-tuned generative mod-
els are well-suited for such type of tasks, it would be a great study to understand
in how many cases these models provide reasonable arguments, and how often
they hallucinate in comparison to RuCAM. Another challenging direction is to
apply on discourse analysis approaches to identify the argumentative sentences.
Utilizing such methods may retrieve more coherent text spans.
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