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Abstract

Comparative Question Answering (CQA) lies
at the intersection of Question Answering, Ar-
gument Mining, and Summarization. It poses
unique challenges due to the inherently sub-
jective nature of many questions and the need
to integrate diverse perspectives. Although
the CQA task can be addressed using recently
emerged instruction-following Large Language
Models (LLMs), challenges such as hallucina-
tions in their outputs and the lack of transparent
argument provenance remain significant limi-
tations. To address these challenges, we con-
struct a manually curated dataset comprising ar-
guments annotated with their relevance. These
arguments are further used to answer compara-
tive questions, enabling precise traceability and
faithfulness. Furthermore, we define explicit
criteria for an “ideal” comparison and introduce
a benchmark for evaluating the outputs of var-
ious Retrieval-Augmented Generation (RAG)
models with respect to argument relevance. All
code and data are publicly released to support
further research1.

1 Introduction

Comparing objects is a common task people face
in everyday decision-making. Questions such as

“What is better, Linux or Windows?” demand more
than a straightforward answer — they require well-
reasoned explanations supported by relevant argu-
ments, e.g., “Most Linux distributions can boot
faster than Window” or “Windows is better suited
for general consumer use and gaming than Linux”.
Answering such comparative questions typically
involves processing extensive information and di-
verse viewpoints from multiple sources. While
factual accuracy and objectivity are important, sub-
jective opinions also play a role, especially when
they resonate with a user’s values or preferences.
Making an informed choice requires distilling both

1https://github.com/uhh-lt/cam-arg-relevance

Choosing between Harry Potter and The Lord of the Rings (LOTR) depends on what you're looking for in a 
story, as both are beloved for different reasons:  

Harry Potter 
Appeal: Focuses on personal growth, friendships, and the coming-of-age journey of Harry and his friends. 
Setting: A modern, magical world with a whimsical yet relatable atmosphere. 
Themes: Friendship, bravery, self-discovery, and the triumph of love over darkness. 
Tone: Generally lighter with moments of darkness, making it accessible to a broad audience, including 
younger readers. 
Style: Straightforward and easy to read, with humor and charm throughout. 

The Lord of the Rings 
Appeal: An epic, high-fantasy adventure with richly built lore and an immersive world. 
Setting: A vast, ancient world (Middle-earth) with deeply rooted mythology and history. 
Themes: Friendship, sacrifice, the corrupting influence of power, and hope amidst despair. 
Tone: More serious, grand, and poetic, appealing to those who enjoy epic sagas. 
Style: Dense and descriptive, requiring more patience but offering a rewarding depth. 

If you enjoy a magical, character-driven story with a lighter tone, you might prefer Harry Potter. 
If you’re drawn to epic, intricate fantasy worlds with profound themes, LOTR may be your choice.  
Do you have a favorite aspect of either? Maybe that could help decide! 😊

It's difficult to say which is "better" between Harry Potter and The Lord of the Rings (LOTR) because they are 
both beloved and highly regarded in their own right. Here are a few points to consider:

Harry Potter  
Audience: More accessible for younger readers. 
Character: Focuses on personal growth and friendship. 
Themes: Friendship, bravery, and the power of love. 
World: Richly detailed magical world of Hogwarts. 

The Lord of the Rings  
Scale: Epic and grand, with a vast, detailed world. 
Themes: Good vs. evil, the corrupting influence of power, and loyalty. 
Influence: Highly influential in the fantasy genre. 
Complexity: Deep and intricate plot with rich mythology. 

Personal Preference
Harry Potter: Better for those who enjoy character-driven stories and a more accessible magical world.
The Lord of the Rings: Better for those who love epic, complex narratives and a deeply immersive world. 
Both series have their unique strengths and appeal to different audiences.

GPT-4o

Meta-
Llama-3.1-

70B-
Instruct

What is better: Harry Potter or Lord of the Rings?

Figure 1: Example responses from GPT-4o mini and
LLaMa 3.1 70B to the question “What is better: The
Simpsons or Family Guy?”.

factual and opinion-based content in a way that
reflects the user’s needs. Consequently, addressing
comparative questions requires a combination of
several tasks, including Argument Mining, Sum-
marization, and Question Answering (QA).

Previous studies have thoroughly analyzed the
initial steps of CQA: comparative sentence clas-
sification (Bondarenko et al., 2020), object and
aspect identification (Beloucif et al., 2022), and
argument stance classification (Panchenko et al.,
2019). Few works also addressed the core question-
answering process (Chekalina et al., 2021; Shal-
louf et al., 2024) and investigated opinion summa-
rization (Bražinskas et al., 2021; Li et al., 2025).
Nevertheless, research on CQA still lacks compre-
hensive exploration of key aspects, including the
structure and quality of comparative summaries,
as well as the accuracy, relevance, and appropriate-
ness of the supporting arguments. Another underex-
plored aspect of CQA is faithfulness – ensuring that
generated answers are accurately grounded in the

mailto:irina.nikishina@uni-hamburg.de
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Which grill type
should I choose,
gas or charcoal?

1 2 3 4 5A  LLMs generates a well-
informed answer: whether of
the two objects compared
should be chosen by the user.

Relevant opinions are filtered
and the query itself form the
comprehensive prompt that is
given to a LLM

A user poses a
comparative question
or question from the
dataset to the model

RAG incorporates
the opinions on the
question from the
external database

(Optional)
Expert manually
improves the
summary

Sum

Arguments  for
Object 1

Arguments  for
Object 2

*
*

Figure 2: Dataset collection workflow for comparative question answering. An asterisk (*) indicates manual labeling
steps, which can be replaced with automated methods or omitted entirely when applying this pipeline for zero-shot
inference.

retrieved arguments. While some studies address
the challenge of generating faithful answers in the
context of hallucination mitigation in Retrieval-
Augmented Generation (RAG) (Hagström et al.,
2024), and others examine factual consistency in
opinion summarization (Li et al., 2025), none have
explicitly investigated argument-level faithfulness
within a CQA framework.

Our study seeks to address the aforementioned
gaps and tries to answer the following research
questions: (i) What arguments should be con-
sidered relevant when comparing two objects?
(ii) Can we compile a good summary via summariz-
ing arguments? (iii) What kinds of elements should
an “ideal” comparative summary or comparison
include? (iv) How to generate reliable answers
of good quality? This work aims to highlight the
importance of evaluating the reliability and prove-
nance of arguments in comparative answers gener-
ated by RAG-style methods. We assess the model’s
ability to track the source of arguments, ensure
their relevance to the question, and maintain fac-
tual accuracy. However, the evaluation of answer
quality in terms of utility, coherence, or structural
organization is out of the scope of the current work.

The contributions of the paper are as follows:

1. We are the first to create a dataset with com-
parative arguments manually annotated with
relevance.

2. We propose specific criteria for evaluating
the quality of comparative summaries, focus-
ing on structural coherence, conciseness, and
faithfulness through explicit source citation.

3. We build a dataset containing comparative
summaries automatically generated by Chat-
GPT and further improved by humans.

4. We develop a benchmark to evaluate the faith-
fulness of arguments in comparative answers

generated by RAG-based systems.

2 Background and Terminology

According to the standard terminology of Haspel-
math et al. (2017), comparative questions usu-
ally include objects of comparison (Linux and
Windows) and (optionally) an aspect of compar-
ison. In linguistics, comparative sentences are
identified by morphological features that serve as
comparative markers, e.g. adjective in the com-
parative/superlative form in English) (Jindal and
Liu, 2006). There may be more than two objects
compared (“Which type of grilled meat is tastier:
chicken, beef or pork?”), but for simplicity, we
will focus on comparison between two objects. To
be more specific, we consider only subjective or
opinionated comparative questions, which can-
not be answered through factual lookups in a knowl-
edge base or a knowledge graph. For instance, the
question “Who is older: Henry Cavill or Robert
Pattinson?” can be resolved using objective data
such as birth dates. In contrast, “Who is funnier:
Jim Carrey or Eddie Murphy?” requires subjec-
tive judgment and depends on personal preferences
rather than verifiable facts. Such questions are the
primary focus of our study.

We assume that the answer to these questions is
based on personal opinions or arguments. Argu-
ments are sentences that support at least one ob-
ject from the comparison (Wachsmuth et al., 2017).
Opinions are “usually subjective expressions that
describe individuals’ sentiments, appraisals, or feel-
ings toward entities, events, and their properties”
(Liu, 2010). Facts are “objective expressions about
entities, events, and their properties” (Liu, 2010).
In our paper, we consider both types to be useful for
answer generation, as our task is subjective CQA,
which means that most of our arguments will be



Evaluation Relevance = 3 Relevance = 2 Relevance = 1 Relevance = 0

Required
components

All of the objects
AND
argumentation/aspect
present

All of the objects present
BUT no argumentation
OR
Indirect comparison
OR
not clear whether the
argument favors one
of the objects or not

ONE of the objects presents
BUT no argumentation
OR
Useful information about only
one object is given
OR
A superlative form is used
OR
No direct comparison,
but separate comparison

NO objects present
OR some/all of them
are present,
BUT irrelevant.

Example Cats are smarter than dogs Cats are better than dogs Cats do not require a lot of time I used to have a cat

Table 1: Argument relevance criteria with illustrative examples.

subjective. For instance, when the majority prefers
BMW over Mercedes and does not support their
preference with arguments (e.g. “I like BMW more
than Mercedes”, “BMW is better than Mercedes”),
while the arguments supporting Mercedes are not
as numerous but do provide a more persuasive ar-
gumentation (“The engine of Mercedes is 1.5 times
higher horsepower than the one from BMW”). In
this case, we want to check whether the model will
take into account that most people select BMW
given no explanation.

Argument relevance has been defined in vari-
ous ways. For instance, Feger et al. (2020) define
a relevant argument as one that is topic-related,
informative, and meaningful. Bondarenko et al.
(2022b) define relevance as an argument’s simi-
larity to a query’s topic or its support and attack
relationships to other arguments. They defined a
scale from 0 to 2, where 2 means “highly relevant”.
In this work, we extend the scale by redefining ar-
gument relevance on a range from 0 to 3, enabling
a more fine-grained assessment. The description
of the relevance criteria is provided in Table 1 and
Subsection 3.2.

In summary, we hypothesize that the answer to
the “subjective” comparative questions can be con-
structed by summarizing relevant arguments of
two objects.

3 Argument Relevance Annotation

In this section, we describe the main steps for con-
structing the dataset of argument relevance: argu-
ment retrieval step, preliminary annotation step
conducted by experts, crowdsourcing annotation,
and automatic annotation with GPT-4o.

3.1 Argument Retrieval
To construct a dataset of arguments paired with
related comparative questions, we use 112 object
pairs from Chekalina et al. (2021) and the Touché
2021–2022 datasets provided by Bondarenko et al.
(2022b). Comparative arguments are extracted
using the Comparative Argumentative Machine
(CAM 2.0), which retrieves relevant content from
CommonCrawl (Schildwächter et al., 2019; Shal-
louf et al., 2024). Each comparative sentence found
in CAM 2.0 contains information about the source
of the text (e.g. website) and also captures the exact
position of this sentence in the text. Not all pairs
got many sentences for comparison; therefore, the
dataset comprises only 1,729 sentences in total.

Although CAM 2.0 achieves an F-score of 0.85
for detecting comparative sentences, this perfor-
mance does not directly translate to the task of
assessing argument relevance, which poses a fun-
damentally different challenge. For instance, when
comparing “Audi” and “BMW”, the sentences

“BMW is smoother than Audi.”, “I swear Audi
drivers are much worse than BMW ones.”, and

“It was larger and slower than the equivalent BMW.”
are all identified as comparative. However, they
significantly differ in their relevance for CQA. This
emphasizes the need to annotate the retrieved argu-
ments with their relevance to the input question.

3.2 Relevance Criteria Design
In designing the argument relevance criteria, we
adopt a 4-point scale ranging from 0 to 3, extending
the 3-level scheme proposed by Bondarenko et al.
(2022b). The highest score could be assigned to
the argument that contains two (or more) compared
objects and the argumentation (a justification of
why one object is better than another). For exam-
ple, “Cats are smarter than dogs” has relevance = 3,



because it contains mentions of compared objects:
“cats” and “dogs”, and “smarter” can be seen as
justification. Relevance = 2 corresponds to situa-
tions if there was no explanation or if one or more
objects were absent, or if there was no comparison
at all. Relevance = 2 is assigned to sentences like
“Cats are better than dogs” due to a lack of argu-
mentation. Sentences like “Cats do not require a
lot of time” give information about only one com-
pared object, so they are assigned relevance = 1.
An example of an irrelevant sentence (score 0) is:
“I have a cat and a dog.”

We also account for edge cases, including indi-
rect comparisons, synonym usage, vague or am-
biguous statements, and superlatives. For instance,
the term “jet” may be accepted as a synonym for
“plane”, and indirect comparisons involving third-
party references are handled with particular care.
These considerations are crucial for maintaining
annotation consistency. The complete guidelines
are provided in Appendix C.

3.3 Preliminary Annotation by Experts

To better understand how the task could be ap-
proached and to establish a high-quality reference
annotation, we manually assessed a subset of 480
arguments drawn from the full set of 1,729 sen-
tences. Five expert annotators, each holding at
least an MSc degree in linguistics or computa-
tional linguistics, were asked to assign relevance
scores to batches of 100 sentences. To measure
inter-annotator agreement, 30 sentences in each
batch were intentionally overlapped with those of
another annotator (pairwise overlap = 2). The re-
sulting agreement metrics for this subset indicated
high consistency: Krippendorff’s alpha = 0.89 and
Fleiss’ kappa = 0.81.

Expert annotation enabled us to identify major
scoring discrepancies, refine the annotation guide-
lines accordingly, and adopt the revised version for
large-scale annotation.

3.3.1 Crowdsourcing with Toloka
The whole dataset of 1,729 sentences was anno-
tated using a crowdsourcing platform Toloka.ai
(Pavlichenko et al., 2021).

As a quality control mechanism, we imple-
mented a sequence in which every four “general”
sentences were followed by one “control” sentence
— previously annotated by experts — to monitor an-
notator reliability. Additionally, we enforced strict
participation criteria to minimize the influence of

bots or dishonest users.
A total of 282 Toloka users (who had passed the

platform’s language proficiency test) contributed to
the annotation pool. Each sentence was annotated
by a minimum of two and up to sixty participants,
due to Toloka.ai’s design, which permits users to
exit the task at any point before completion. In
cases of disagreement, we applied majority vot-
ing, favoring the higher score in the event of a tie.
Furthermore, 265 sentences exhibiting substantial
annotator disagreement were re-annotated by three
expert annotators to ensure quality and consistency.

3.4 Annotation with GPT-4

Given the high cost and limited scalability of ex-
pert annotation, we explore the use of automatic
methods to evaluate argument relevance at scale. In
this work, we assess the feasibility of using GPT-4
(OpenAI, 2023) as an automatic annotator to sup-
plement human-labeled data.

We used GPT-4 with the prompt shown in Fig-
ure 8 in Appendix D. Agreement between GPT-4
and expert annotators was evaluated against the
majority vote among human annotations as the ref-
erence label. The resulting agreement was notably
high (Krippendorff’s alpha = 0.68), suggesting
that GPT-4 can approximate expert-level relevance
judgments to a reasonable extent. However, perfor-
mance declined considerably on the larger and nois-
ier Toloka dataset (Krippendorff’s alpha = 0.43).

4 Comparative Question Answering
Dataset

In this section, we discuss the pipeline for using
the annotated arguments for answering comparative
questions. We discuss the input format and define
the criteria for summary generation in general.

4.1 Developing Criteria for Comparative
Answers

Since there is no definitive formula for an “ideal”
comparative answer, we propose a checklist to
guide the creation of high-quality responses. We
acknowledge that this checklist may not be exhaus-
tive and that some criteria may be subject to debate.
However, to the best of our knowledge, no prior
work has defined standard criteria for comparative
answers. Figure 3 matches the answer checklist
with the relevant parts of the prompt.

The prompt for generating CQA answers is
based on the “Role — Task — Format” framework



Object pair Argument Relevance
(manual)

Relevance
(GPT-4)

Ceramic knives vs Steel knives
Ceramic knives are substantially lighter than steel knives,
will not corrode in harsh environments, are non-magnetic,
and do not conduct electricity at room temperature.

3 1

Here, both objects enlisted in the comparison are mentioned in the sentence, and a clear argument in favor of
Ceramic knives is provided. According to the guidelines, this sentence should be given a Relevance = 3 mark.

PHP vs ASP Imagine PHP appearing less stable and slower than ASP. 0 2

Here, the context does not allow us to determine exactly whether the sentence can be considered an opinion, or
maybe it is a hypothetical reasoning. Both objects compared are enlisted in the sentence, but it hardly can be
considered relevant, since it does not explicitly say that PHP is more or less stable than ASP.

Table 2: Examples of strong disagreement between human annotators and GPT-4.

Ideal summary checklist

length

good-quality / relevant
arguments

logical structure

(introduction + 
main body + 
choice made)

citations / provenance

Part of the Prompt

   - write a 300-word comparison

   - analyse the list of arguments below
   - pick relevant ones
   - rephrase in your own words

Needed structure:

- summary (100 words)
- bullet-point list of main aspects of 

comparison (200 words or more)
- the best option (1 word)
- numbered list of used arguments

Argument list: []

novel / additional info

informative / concise

   - the summary needs to have ~15 
     arguments, create some if 
     needed (add a [generated] tag)

   - cite used argument numbers in 
     square brackets right after the usage

   - be concise

Figure 3: Checklist for generating high-quality CQA
answers with the relevant parts of the prompt.

(Lin, 2023). The complete template is shown in
Figure 7 in Appendix B. We also experiment with
prompt variations to assess robustness.

The prompt is structured in four parts:

• In the first paragraph, we introduce the role
of the LLM as an analyst and outline the task
of comparing two objects to answer a given
question. We also define the first evaluation
criterion – answer length – which is required
to be approximately 300 words.

• The second part instructs to “compare and
choose the better of the two,” which is the core
purpose of comparative question answering.

• The third part comprises a list of requirements

Figure 4: Distribution of relevant arguments per ques-
tion. The vertical line denotes the mean value.

regarding the content and the format, follow-
ing the “Ideal summary checklist”:

– In addition to the specified summary
length, we also ask the model to be con-
cise, as it tends to be wordy providing
too many irrelevant details, exceeding
the specified length.

– The next three requirements aim at fil-
tering the arguments and keeping only
relevant ones. As we have seen in Sec-
tion 3.4, ChatGPT can solve this task
quite well, therefore, we expect it to an-
alyze and select relevant arguments on-
the-fly. We require the model to filter
and merge relevant arguments, avoiding
copy-paste of full sentences.

– To support argument traceability, the
model is asked to cite argument IDs (pro-
vided in the input) in square brackets.

– As most of the retrieved arguments could
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Figure 5: Heatmap of mean SBERT similarities between
the expert annotators’ answers and generated ones.

be irrelevant, we also allow the model to
generate its own arguments with the tag
[generated]. We set the total number of
required arguments to 15 to encourage
the model to generate additional content.
Empirical analysis shows that, on aver-
age, only 9–10 of the retrieved arguments
are relevant, with a minimum of 3 and a
maximum of 17 (see the distribution of
relevant arguments in Figure 4). Thus, in
the majority of cases, the model should
generate more arguments beyond the re-
trieved set to meet the target.

• Based on empirical testing, we define a clear
structure for the answer: (i) an introductory
summary, (ii) a main body with argument-
based comparison, (iii) the final choice, and
(iv) a list of used arguments. This struc-
ture is explicitly outlined in the prompt under
“Needed structure.”

Finally, to ensure factual grounding, each input
includes a randomized list of retrieved arguments
for both objects, sourced from the corpus of rel-
evant arguments. The model is expected to mark
referenced arguments with their corresponding in-
dex, enabling precise traceability and faithfulness.

4.2 Data Generation Procedure

To create the comparative answers based on the re-
trieved arguments using the developed prompt, we
used the ChatGPT model (gpt-3.5-turbo, default pa-
rameters) from OpenAI. We returned top 3 answers
to evaluate possible variations of the answer and
checked how well the model follows the required

structure. We refer to this automatically created
dataset as Silver dataset. It contains 112 compara-
tive questions with three candidate answers in each,
resulting in 336 summaries in total.

To construct the Gold dataset of better qual-
ity, we engaged four expert annotators to refine
and improve 50 selected outputs from the Silver
dataset, following the predefined “Summary Cri-
teria” (Figure 3). As a part of the calibration pro-
cess, all experts first annotated the same set of 10
summaries and discussed each other’s revisions.
Subsequently, each expert independently edited 10
additional summaries. The resulting Gold dataset
consists of 50 comparative questions and 80 manu-
ally curated summaries (10 shared and 10 individ-
ual questions and answers for four experts).

We further analyzed the differences between the
initial answers generated by ChatGPT and their
revised versions, as well as the variation across an-
notators. Figure 5 presents SBERT-based similarity
scores between responses from different annotators
and the original model outputs. The results indicate
that the improved versions remain largely similar
to the initial responses, with only minor variations.

5 Evaluation

In this section, we introduce the evaluation metrics
used for the internal assessment of comparative an-
swers, present the results, and analyze the influence
of key factors.

5.1 Evaluation Metrics

To assess the relevance and faithfulness of the col-
lected summaries, we employ the following evalua-
tion metrics:

• Jaccard similarity & Levenstein distance:
to assess the exact or near-exact matching be-
tween the arguments in the generated text and
those provided in the input list;

• Semantic similarity: we use the SBERT
model (Reimers and Gurevych, 2019) to
(i) evaluate the similarity/alignment between
the arguments and the referenced excerpts to
see whether it correlates with the relevance;
(ii) evaluate the overall similarity/alignment
of the generated answer with the provided ar-
guments;

• Argument Relevance (AR): Precision(AR),
Recall(AR), F1(AR) to see how many relevant



Dataset Name Size Questions Jaccardtext Jaccardsent Levenstein S-BERT PrAR RAR F1AR AAC

Gold (human) 80 50 0.14 0.18 20.54 0.68 0.96 0.53 0.64 0.72

Silver (subset) (ChatGPT) 150 50 0.24 0.21 11.88 0.69 0.95 0.77 0.82 0.78
Silver (ChatGPT) 336 112 0.25 0.21 11.82 0.68 0.96 0.75 0.81 0.77

Table 3: Evaluation results for the created CQA dataset. The produced summaries (Silver — automatic, Gold —
manually improved Silver data) are compared against the arguments for each comparison, provided in the input.

arguments are correctly mentioned or, on the
contrary, missed:

Precision(AR) =
|Relevantused|

|Used|

Recall(AR) =
|Relevantused|
|Relevant|

,

F1(AR) =
2 · Precision(AR) · Recall(AR)

Precision(AR) + Recall(AR)
,

where |Relevantused| is the number of relevant
arguments included in the summary, |Used|
is the total number of arguments used, and
|Relevant| is the total number of relevant ar-
guments in the input;

• Argument-Answer Coherence (AAC): we
use the GPT-4 model to check whether the
citation supports the correct object, e.g. Ar-
gument 3 “Cats are smarter than dogs” can-
not be cited in the excerpt “Dogs are smarter
than cats [3]”, as it states exactly the oppo-
site. The prompt for GPT-4 can be found in
Appendix 9.

5.2 Results

The evaluation includes the results for a set of man-
ually refined (gold) answers corresponding to a
subset of questions, along with a larger set of au-
tomatically generated (silver) answers. For a fair
comparison, we also evaluate a matching subset of
silver answers aligned with the gold data to ensure
equal coverage. Table 3 demonstrates the results
for all three cases. It is important to note that our
evaluation does not focus on overall answer utility,
coherence, or structural quality. Instead, the pri-
mary objective of this work is to assess the model’s
ability to maintain argument provenance and faith-
fulness.

From the results, we can see that Jaccardtext and
Jaccardsent metrics are lower for the gold dataset,
which means that rewritten texts have fewer words
in common with the arguments. This observation is

supported by higher Levenshtein distances. How-
ever, the S-BERT cosine similarity score almost
did not change (0.69 → 0.68). Therefore, we can
conclude that gold answers are rephrased but they
still keep the same meaning.

Interestingly, the Argument Relevance (AR) and
Argument Attribution Coherence (AAC) metrics
yield counterintuitive results: the silver (automatic)
dataset achieves slightly higher F1AR and AAC
scores than the manually curated gold set. One
might expect expert-curated summaries to perform
better on these criteria, especially in terms of co-
herence and accurate attribution.

It could be partially explained that in the sil-
ver dataset, arguments are cited a lot, while in the
gold, the statements are better analyzed and, there-
fore, are shorter with fewer arguments cited. An
example for that can be seen in Figure 11 in Ap-
pendix F, showing a comparative answer before
and after manual improvement. We argue that man-
ually written texts tend to be more diverse and less
repetitive.

5.3 Additional Analysis

When experimenting with different prompts, we
also investigate the importance of argument rele-
vance, argument balance supporting different ob-
jects, the importance of the input question, and the
input question diversity. We discuss each peculiar-
ity in the following paragraphs.

Filtering input arguments by relevance. Since
the arguments collected automatically through
CAM 2.0 are already ranked according to the anno-
tation process described in Section 3, we decided
to try filtering out arguments lower than a certain
score.

First, we filter any arguments lower than 3 points
of relevance. This helped greatly with the qual-
ity of the resulting summary: since there are few
arguments with such high relevance (on average,
around 6-7), GPT-4 was able to generate about 3-4
more synthetic arguments than usual, which made
the comparative text more informative and less re-



dundant. This also helped in avoiding argument
repetition. The only case when arguments are re-
peated is when they are used in differing contexts:
e.g. “Adidas kits may look nice, but are made of
even worse material than Nike” is used as proof
of both apparel design (“Nike’s apparel has been
reported as using better materials”) and product
quality (“Nike’s apparel is more durable and long-
lasting”).

Next, we filter any arguments lower than rele-
vance 2, keeping those with relevance 2 and 3. As
this increased the total number of arguments (from
an average of 8 to 14), GPT-4 was also less likely
to generate its own arguments, which resulted in
less variety and more repetition. Although the total
number was higher (since most arguments were
still of high relevance), the repetitions were often
made about different aspects of the argument ( 70%
of the repetitions were “good repetitions”).

Lastly, we try only arguments with a relevance
of 0 and 1. We expect that GPT-4 rejects all of the
arguments and uses only ones generated by itself.
However, despite the low-quality arguments, the
model generated few arguments and still managed
to single out similar “best options” compared to
when it was given only the best arguments. For
example, in Figure 10 in Appendix F, we can see
that the model generated x arguments with only 3
arguments provided and applies all of them.

The main issue with using more arguments came
in the form of hallucinations. For example, in com-
paring “Adidas” vs. “Nike”, an argument clearly
stated that Adidas was worse in terms of “high-
profile sports gear”, but the summary interpreted
this as Adidas being better.

Filtering input arguments by object. Since ar-
guments are scraped from various Internet forums
and websites, there may be unfair biases towards
one object or the other depending on the source.
To check if this was an issue, we experiment with
purposefully introducing a bias.

We try two scenarios: giving GPT-4 arguments
that only support the first object, while deleting
the others, and the same with the second object.
The results showed that this bias worked well in
swaying GPT-4’s opinion, changing the resulting
preference completely.

There was, however, an unusual case: in com-
paring “IELTS vs. TOEFL”, biasing the model
towards “IELTS” did not work: it chose “TOEFL”
both times during several runs. We have also found

that more careful prompt engineering leads to bet-
ter bias correction. The line “Avoid artificial bal-
ancing of arguments” turned out to be the most
successful at preventing excessive balance and im-
balance.

Handling contradictory arguments. In this
work, we do not explicitly filter or restrict input
arguments based on internal contradictions. As a
result, some inputs may contain conflicting claims.
For example, in a comparison between IELTS and
TOEFL, the input contains the following two state-
ments:

“Because IELTS is easier than TOEFL.”
“For us, IELTS is harder than TOEFL.”

Both arguments were provided to the model,
which produced the following output:

“In comparing IELTS and TOEFL, sev-
eral factors must be considered. While
some argue that IELTS is easier, others
find TOEFL more challenging.”

This example suggests that the model can recog-
nize and integrate contradictory information with-
out producing incoherent output. Its ability to ac-
commodate divergent viewpoints without explicit
instruction is encouraging and highlights a promis-
ing direction for future work on nuanced compara-
tive summarization.

Importance of the input question in the prompt.
Given that the CQA task is inherently centered
around answering a specific question, we also ana-
lyze summaries both with and without the inclusion
of these questions. For instance, we compare sum-
maries for a generic question “What is better, pasta
or pizza?” with summaries generated for a specific
question, like “I am buying iPhone 15, does it make
better photos than Samsung Galaxy S24 Ultra?”.
Specific questions and some generic questions are
taken from the initial datasets of Chekalina et al.
(2021); Bondarenko et al. (2022a). For the pairs
with missing questions, we used the following tem-
plate: “What is better, X or Y?” and manually
checked for aspects and objects.

Overall, all comparative answers had good struc-
ture, no repetition, no hallucinations, or lexi-
cal/grammatical mistakes. There was a big dif-
ference between the two groups: among the sum-
maries that were generated with a specific question,



around 13% more summaries using a specific ques-
tion did not come to a clear conclusion, and instead
left the decision to the reader. This kind of answer
is only acceptable when the arguments support each
object equally, but here, some objects were better
supported than others. Based on the possibility that
the summary does not come to a clear answer, we
suggest avoiding the use of the input question in
the prompt and opting for a more generic approach.

6 Related Work

This section reviews previous approaches to CQA,
argument mining, and multi-document summarisa-
tion, as our task lies at their intersection.

6.1 Comparative Question Answering

CQA is usually subdivided into four subproblems:
comparative question identification (Bondarenko
et al., 2020, 2022a), object and aspect identifica-
tion (Chekalina et al., 2021; Beloucif et al., 2022),
stance classification (Panchenko et al., 2019), and
question answering (Chekalina et al., 2021; Shal-
louf et al., 2024).

We use the Comparative Argumentative Ma-
chine (CAM) (Schildwächter et al., 2019), which
involves retrieving relevant sentences from the
CommonCrawl corpus, sentence classification, sen-
tence ranking and object comparison, aspect ex-
traction, and user interface design. The upgraded
version, CAM 2.0 (Shallouf et al., 2024) further
adds the comparative question identification and
object and aspect identification steps.

Most studies do not answer the comparative
questions but only provide a list of arguments
(Schildwächter et al., 2019; Bondarenko et al.,
2022a). Chekalina et al. (2021) and Shallouf et al.
(2024) try to tackle this problem, but they do not
provide any openly accessible datasets and use pre-
trained unsupervised models (BART, LLaMA-2).

6.2 Argument Mining

Argument mining aims to automatically detect and
structure argumentative components i.e. claims,
premises, and conclusions within a text, and iden-
tify their relationships. Several surveys cover argu-
ment analysis (Lawrence and Reed, 2019; Vecchi
et al., 2021), opinion mining (Shaik et al., 2023),
controversy detection (Hardalov et al., 2022), and
other tasks (Heinisch et al., 2022). Addition-
ally, some argument-related tasks are discussed
in Touché proceedings (Bondarenko et al., 2021,

2023). Notably, Bondarenko et al. (2022c) de-
scribe the argument retrieval for the comparative
questions shared task. We use questions from the
Touché datasets 2021-2022 to compile our data.

6.3 Multi-Document Summarization

Rapid advancements in natural language process-
ing and the emergence of LLMs such as BART
(Obonyo et al., 2022), GPT-2 (Obonyo et al., 2022),
and LLaMA (Zhu et al., 2024) have significantly
improved multi-document summarization. For in-
stance, Maynez et al. (2020) conducted a large-
scale study of abstractive summarization via neural
text generation models. (Wang et al., 2023) devel-
oped a pipeline using LLMS for generating concise,
“element-aware” summaries without factual halluci-
nations or information redundancy. More relevant
to our task is opinion summarization, which aims
to distill diverse and sometimes contradictory view-
points into coherent summaries. For instance, Iso
et al. (2022) collect and summarize diverse opin-
ions by synthesizing them into a coherent response
using a collaborative decoding strategy that gener-
ates distinctive, entity- and pair-specific summaries
from two base models. Bražinskas et al. (2021)
proposed learning opinion summarizers by select-
ing informative and representative reviews, thereby
improving summary informativeness and coverage.
Recently, Li et al. (2025) presented an aspect-aware
decomposition framework to better capture opinion
diversity and structure in generated summaries.

7 Conclusion

This paper addresses the problem of comparative
question answering from the argument relevance
perspective. We defined the argument’s relevance
and collected a manually annotated corpus via
crowdsourcing and expert annotations. Then we
outlined the criteria for an “ideal” comparative an-
swer and used it to create the dataset using Chat-
GPT. These answers can be viewed as comparison
summaries, as they are based on the arguments re-
trieved from the CAM system. A part of this dataset
was subsequently refined by expert annotators. The
final dataset includes both machine- and human-
written comparisons. Additionally, we propose a
benchmark for evaluating answers to comparative
questions based on argument relevance. In future
work, we plan to fine-tune a model on this dataset
and evaluate various models for answering compar-
ative questions.



Limitations

Main limitations of the research are as follows:

• Universality of comparison: theoretically,
one can compare any two objects, despite the
fact that they do not belong to the same cate-
gory (consider Aristotle’s works treating com-
parison as a metaphor). Nevertheless, a com-
parison of two programming languages or two
films is seen as more natural than a compari-
son of a knife and a stick. Hypothetically, if
the model presented will be given two very
different objects of comparison, CAM will
hardly be able to find many supporting argu-
ments. Thus, the quality of the summary will
be highly dependent on the arguments gener-
ated by the model itself. There will be a lot
more room for hallucination, therefore, we
cannot guarantee that a high-quality compari-
son will be given.

• Models tested: we acknowledge that we test
our pipeline only with ChatGPT. More data
(and probably of better quality) could be gen-
erated by applying the promt to other models.
However, we aimed at generating dataset of
a good quality: we manually rewrite half of
the dataset and demonstrate high similarity
of scores between automatic and rewrittten
answers. We leave this experiment to future
work.

Ethical Considerations

In our work, we utilize large-scale neural models
such as ChatGPT. We believe that the model devel-
opers filter out toxic or biased content; however,
we cannot guarantee that in some cases answers
will not reflect some biases.
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A RAG Sequence Example on the CQA Task

6.   Charcoal enthusiasts swear by the superior flavor of food coming off the charcoal grill (some say 
      meat tastes better on charcoal, whereas non-meat items do just fine on gas), and many people do    
      agree.
7.   I use a charcoal grill as I find the taste superior to my gas grill.
8.   I would much rather use charcoal for my searing; the high, dry heat of charcoal will brown the meat    
      much better than gas.
9.   Now, I prefer charcoal for better flavor and really think it is easier than gas...but more time 
      consuming.
10. Wood is good - charcoal tastes better than gas, and wood tastes better than charcoal.

1.   A gas flame is faster than the charcoal briquettes.
2.   Grilling purists may look down their noses at gas grills, but no one can argue with the fact that grilling 
      over gas is quicker and easier than using charcoal.
3.   Gas and electric grills in this guide are easier to clean and faster to light than charcoal grills, but they 
      do tend to cost more.
4.   Gas grills heat up quicker and sustain their heat in cold weather better than a charcoal grill.
5.   Gas is much easier and quicker than charcoal charcoal has a better flavor to me gas grill is like 
      cooking on the stove Gas is grilling, charcoal is bar-b-qing.

Which grill type should I choose, gas or charcoal?

You are an analyst, write a 300-word comparison of gas and charcoal.  
Task: compare and choose the better of the two.  

Requirements: 
 - be concise  
 - analyze the list of arguments below  
 - pick relevant ones  
 - rephrase in your own words  
 - cite used argument numbers in square brackets right after the usage  
 - the summary needs to have 15 arguments, create some if needed (add a
[generated] tag)  

Needed structure:  
- summary (100 words)  
- bullet-point list of main aspects of comparison (200 words or more)  
- the best option (1 word)  
- numbered list of used arguments  

Argument list:  [<...>]

Summary:
Gas and charcoal grills each have their own set of advantages and disadvantages. While gas is faster,
cleaner, and more convenient, charcoal is favored for its superior flavor. Ultimately, the choice between the
two comes down to personal preference.

Main Aspects of Comparison:
- Energy Efficiency: Gas is generally more energy-efficient than charcoal. Gas burners provide consistent
heat, allowing for more precise cooking temperatures and reducing energy waste. 
- Speed: A gas flame is faster than the charcoal briquettes [1].
- Convenience: Gas is quicker and easier to use and to clean than charcoal [3, 5, 6].
- Cost: While gas grills are more expensive upfront, the ongoing cost of charcoal can add up over time.
- Flavor: Charcoal is favored for superior flavor, especially for meat [2, 7, 10].
- Heat Retention: Gas grills heat up quicker and maintain heat better in cold weather than charcoal grill [4].
- Environmental Impact: Gas is generally considered a cleaner-burning fuel compared to charcoal.
Moreover, charcoal production can contribute to deforestation and air pollution. [generated]

Best Option: 
Gas

Summary:
The choice between gas and charcoal grills comes down to personal preference. While gas is faster, cleaner, and more
convenient, charcoal is favored for the meat superior flavor.

Main Aspects of Comparison: 
- Speed: A gas flame is faster than the charcoal briquettes [1, 4].
- Convenience: Gas is quicker and easier to use and to clean than charcoal [3, 5, 6].
- Cost: While gas grills are more expensive upfront [3], the ongoing cost of charcoal can add up over time [generated].
- Flavor: Charcoal is favored for superior flavor, especially for meat [2, 7, 10].
- Energy Efficiency: Gas is generally more energy-efficient than charcoal. Gas burners provide consistent heat (especially in
cold weather [4]), allowing for more precise cooking temperatures and reducing energy waste [generated].
- Environmental Impact: Gas is generally considered a cleaner-burning fuel compared to charcoal. Moreover, charcoal
production can contribute to deforestation and air pollution. [generated]

Best Option: 
Gas

1

2

3

4

5

A  LLMs generates
a well-informed
answer: whether of
the two objects
compared should
be chosen by the
user.

Relevant opinions
and the query itself
form the
comprehensive
prompt that is given
to a LLM

A user poses a
comparative question
to the model

RAG incorporates
the opinions on the
question from the
external database

Expert manually
improves the
summary

Figure 6: Pipeline for the CQA task on the example of the question “Which grill type should I choose, gas or
charcoal?”.



B LLM Prompt for Comparative Summary Generation

You are an analyst, write a 300-word comparison of {object1} and {object2}.

Task: compare and choose the better of the two.
Focus on {aspect}.

Requirements:
- be concise
- analyse the list of arguments below
- pick relevant ones
- rephrase in your own words
- cite used argument numbers in square brackets right after the usage
- the summary needs to have 15 arguments, create some if needed (add a [generated] tag)

Needed structure:
- summary (100 words)
- bullet-point list of main aspects of comparison (200 words or more)
- the best option (1 word)
- numbered list of used arguments

Argument list:
{arguments}

Figure 7: Final LLM prompt for comparative summary generation using a list of arguments.

C Full Toloka Instruction
You will evaluate arguments that help people compare two or more objects for research
and publication purposes. Your data will be used for testing Large Language Models. Objects
are taken from all walks of life, everyday and professional. The evaluated arguments will be
used as part of the project, where we are trying to improve the quality of state-of-the-art
comparative question answering systems.
You may run the task on your personal computer or mobile device. For each argument, you have
about 60 seconds to evaluate it. Please follow the instructions below:

How to do the task

1. Note the objects compared which are written at the beginning of the task. Then, read
the argument itself carefully; multiple times, if necessary. Find the objects written
above in the sentence; determine, whether they are compared with each other, or to some
other objects, or both. The latter case can be called “multiple comparison”. Also,
sometimes there can be no comparison at all.

See some examples below:

the sentence “Milk is a better choice than soda – especially for children.” => 2 objects:
milk and soda
the sentence “Milk is better than soda or juice.” => 3 objects: milk, soda and juice
the sentence “Prepackaged chocolate milk can give you from about 140 to more than 250

calories, depending on whether it’s low-fat or whole milk.” => 1 object: (chocolate)↪→
milk.

2. Use the following table to rate the sentence from 0 to 3:

2.1. Relevance = 3:
Both objects enlisted in the task are present in the sentence AND the argumentation is given
e.g. Cats vs Dogs

Rate the sentence from 0 to 3:
Cats are smarter than dogs. => Relevance = 3

Explanation: both objects (Cats AND Dogs) are present AND the argumentation in favor of cats
is given. In other words, the author thinks cats are better than dogs in terms of intelligence.
Hence, this sentence gets a Relevance = 3.

2.2. Relevance = 2
Both objects enlisted in the task are present in the sentence BUT no argumentation is given.



e.g. Cats vs Dogs
Rate the sentence from 0 to 3:
Cats are better than dogs. => Relevance = 2

Explanation: both objects (Cats AND Dogs) are present BUT no argumentation in favor of cats
is given. In other words, the author gives no explanation why cats are better. It seems to be
a subjective opinion. Sometimes the subjectiveness can be expressed in the sentence with help
of the words “my friends / my mother say(s) / said”, “I think / believe that. . . ” etc.:
e.g. Cats vs Dogs

Rate the sentence from 0 to 3:
My friend prefers cats than dogs => Relevance = 2

2.3 Relevance = 1
Only one object enlisted in the task is present AND some useful information, which can hypothe-
tically be used in comparison with some other object, is given.
e.g. Cats vs Dogs

Rate the sentence from 0 to 3:
Dogs are loyal because they do everything to show that they care for the comfort of their
owners => Relevance = 1
Explanation: only one object (Dogs) is present, there is nothing said about cats. However,
the author characterizes the dogs as loyal domestic animals. Although there is no information
about whether dogs are better / worse than other animals, this is a useful piece of knowledge.

2.3 Relevance = 0
No objects enlisted in the task are mentioned in the sentence OR some/all of them are mentioned,
but not relevant at all.
e.g. Cats vs Dogs

Rate the sentence from 0 to 3:
I used to have a cat and a dog. => Relevance = 0
Explanation: although both Cats and Dogs are mentioned, the sentence is useless. It does not
express any opinion, but provides information about the author, which is unnecessary for the
comparison. From this sentence, we cannot infer whether cats are better / worse than dogs.
e.g. Cats vs Dogs

Rate the sentence from 0 to 3:
Michael loves pumpkin spice latte. => Relevance = 0
Explanation: no objects enlisted in the task (Cats OR Dogs) are mentioned.

2.4. Complex cases

2.4.1. Different objects
Sometimes, the objects enlisted in the task might not fully coincide with the objects given
in the sentence:
e.g. Train vs Plane

Rate the sentence from 0 to 3:
Plus the jet is far lighter than the train. => Relevance = 3
In this case, plane and jet are synonyms. Close synonyms (plain – jet, car – vehicle, computer –
machine) must be treated as same objects. Thus, we can imply that both objects were
mentioned in the sentence, and the argumentation in favor of the second object (plains) is
given. That is why the sentence got a “Relevance = 3” mark.
Let’s look at another example:
e.g. Microsoft vs Apple

Rate the sentence from 0 to 3:
Apple has better programmers, so it's able to write tighter, faster, stronger code than
Microsoft. => Relevance = 3
There is an ambiguity here: apart from comparing two tech companies in general, their products
like smartphones, software, laptops, etc can also be compared. All arguments that discuss
them as companies or products should be considered relevant. It does not matter if one argument
is comparing smartphones and the other is about their employee benefits, consider them as
aspects of Microsoft or Apple.

2.4.2. Indirect comparison
e.g. Windows 8 vs Windows XP

Rate the sentence from 0 to 3:
Though Windows 8 is significantly at greater risk compared to Windows 8.1, according to
Redmond's report, it's still significantly safer than Windows 7, Windows XP, or Windows
Vista. => Relevance = 3
Explanation: both objects enlisted in the task (Windows 8 AND Windows XP) are mentioned;
there are also other objects: Windows 7, Windows 8.1 and Windows Vista, but they are irrelevant
for the task. What you should note here is:
Windows 8 is safer than Windows 7, Windows XP, or Windows Vista => Windows 8 is safer than
Windows XP => Windows 8 is better than Windows XP in terms of safety.



2.4.3. It is not clear whether the argument favors one of the objects or not
e.g. Volleyball vs Football

Rate the sentence from 0 to 3:
The most ignorant thing to say is that volleyball is harder than football => Relevance = 2
Explanation: both objects enlisted in the task (Volleyball AND Football) are mentioned; however,
it is not quite clear which one is better, although some information about both sports is given.
The author thinks that volleyball is not harder than football.

2.4.4. Superlative
A superlative form includes the best, the most expensive, or anything similar to the + . . . est /
the most . . . .
e.g. Volleyball vs Football

Rate the sentence from 0 to 3:
Volleyball is the hardest game in the world => Relevance = 1
Explanation: only one object (Volleyball) is mentioned. At the same time, we cannot presume that
volleyball is the worst game in the world because it’s hard to play.

2.4.5. No direct comparison, but separate comparison
The objects mentioned in the task might be separately compared with other objects.
e.g. Windows 10 vs Windows XP

Rate the sentence from 0 to 3:
But that aside, Windows 10 is still easier to navigate than Mac OS X and Windows 8 is faster
than Windows XP and Windows 7. => Relevance = 1
Explanation: here both objects (Windows 10 AND Windows XP) are mentioned, but they are only
characterized separately. There is no information about the better one.

D LLM Prompt for Automatic Relevance Annotation

You need to evaluate the relevance of arguments comparing two objects. Use the following
criteria to rate the relevance of each argument from 0 to 3:

1. Relevance = 3: Both objects enlisted in the comparison are mentioned in the sentence, and a
clear argument is provided in favor of one of the objects.

2. Relevance = 2: Both objects enlisted in the comparison are present in the sentence, but no
clear argumentation is given, or the statement is subjective without clear reasoning.

3. Relevance = 1: Only one object enlisted in the comparison is mentioned, and some useful
information, which could hypothetically be used in comparison with the other object,
is provided.

4. Relevance = 0: No objects enlisted in the comparison are mentioned in the sentence, or
some/all of them are mentioned, but not relevant at all.

Instructions:

- Evaluate each argument based on the provided criteria.
- Consider whether the argument directly compares the objects or provides relevant supporting

information.
- If the argument is subjective, assess if clear reasoning or evidence is provided to support

the opinion.
- If the argument is complex or contains multiple comparisons, try to identify the main

comparison and focus on that aspect for evaluation.

You will be given data in JSON format (orient = ”records”). Data contains the following
information:

- "comparison”: two objects that are going to be compared
- "arguments”: list of arguments for objects in "comparison”
- "argument”: text, that should be evaluated.
- "relevance”: target value, it should be one of [’0’,’1’,’2’,’3’], as mentioned in the
instruction above.

Now, fill the “relevance” in the data below and return it in JSON format:

Figure 8: LLM prompt for automatic relevance annotation.



E LLM Prompt for Argument-Answer Coherence Computation

You are a helpful assistant in logic. You are given two sentences, the task is to check
whether the second derives from the first one and does not contradict.
Return 1 if the second derives from the first one and does not contradict, 0 otherwise.

Examples:
text1: cats are smarter than dogs
text2: cats are more intelligent than dogs
answer: 1

text1: cats are smarter than dogs
text2: dogs are more intelligent than cats
answer: 0

text1: cats are smarter than dogs
text2: cats are more elegant than dogs
answer: 0

text1: {text1}
text2: {text2}
answer:

Figure 9: LLM prompt for Argument-Answer Coherence computation.



F Summary Examples

Figure 10: Example of summary generation with the arguments of relevance 0 and 1 provided.



chocolate tea

1. Dark Chocolate, Other Cocoa-Rich Foods May Lower Blood Pressure Better Than Tea (human=3,gpt4=3)
2. It's nicer than soya, and will even make a decent hot chocolate. (human=2,gpt4=2)
3. Oh, Chocolate Rocket, my love, my darling - there is no finer tea than you. (human=2,gpt4=1)
4. That might be tomorrows breakfast I can handle a bit of chocolate better than tea. (human=2,gpt4=1)
5. The chocolate flavor is superior to other teas I've had and I definitely will be purchasing this tea again. (human=2,gpt4=2)

Arguments

**Summary:**  

In the comparison between chocolate and tea, both
have their own cultural significance and offer
unique flavors and potential health benefits. While
chocolate has rich flavor, tea offers a lot more
variety and versatility. However, personal
preference for taste and health goals play a
significant role in determining the better choice
between the two.    

**Main Aspects of Comparison:**    

- Health benefits: Dark chocolate may lower blood
pressure better than tea [1].  
- Flavor preferences: Chocolate is favored for its
rich flavor and aroma to that of tea and its
suitability for hot chocolate [2, 5].  
- Digestive tolerance: Some people find it easier to
digest chocolate compared to tea [4].  
- Antioxidant content: Tea is known for its high
antioxidant content, potentially offering more
health benefits in this aspect. [generated]  
- Caffeine content: Tea contains caffeine which can
provide a gentle energy boost, whereas chocolate
contains theobromine which has similar effects.
[generated]  
- Variety and Versatility: Tea offers a wide range
of flavors and blends like herbal, black and fruits,
catering to diverse preferences. [generated]  
- Cultural Significance: Tea holds a significant
cultural importance in various societies and
ceremonies worldwide. Chocolate is often associated
with luxury and indulgence in many cultures.
[generated]  
- Soothing Qualities: Tea is commonly consumed for
its calming and stress-relieving properties.
Chocolate can also provide comfort and pleasure to
many individuals.[generated]    

**Best Option:** 
Subjective

**Summary:**
When comparing chocolate and tea, both offer unique
flavors and potential health benefits. Dark chocolate
may be better for lowering blood pressure, while tea
is appreciated for its variety and versatility.
Ultimately, personal preference plays a significant
role in determining the better choice.

**Main Aspects of Comparison:**
- Health Benefits:
  - Dark chocolate potentially lowers blood pressure
better than tea [1]
- Flavor:
  - Chocolate is often preferred for its rich and
superior taste compared to some teas [5]
- Personal Preference:
  - Some individuals find chocolate more enjoyable or
easier to handle than tea [4]
- Versatility:
  - Tea offers a wide range of flavors and types to
cater to diverse preferences
- Ease of Consumption:
  - Chocolate can be seen as a more indulgent treat
than tea, which is often consumed daily
- Cultural Significance:
  - Tea holds deep cultural importance in many
societies, influencing rituals and ceremonies
- Nutritional Value:
  - Dark chocolate contains antioxidants and minerals
beneficial for health
- Variety:
  - Tea comes in numerous types such as green, black,
herbal, and flavored blends
- Convenience:
  - Tea is easier to prepare and carry around
compared to chocolate
- Emotional Connection:
  - Some individuals have strong emotional
attachments to chocolate or tea [3]
- Sustainability:
  - Considerations regarding the environmental impact
of chocolate and tea production [generated]
- Price Point:
  - Differences in cost between high-quality
chocolate and specialty tea [generated]
- Caffeine Content:
  - Tea contains caffeine, providing a stimulant
effect not found in chocolate [generated]

**Best Option:**
Preference-based

ChatGPT generation Human refinement

Figure 11: Example of a dataset entry before and after manual correction.
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