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Abstract In recent years, the field of historical semantics has experienced notable
advancements. Despite the emergence of promising methodologies, a standard-
ized procedure has not yet been established in the research of the history of con-
cepts. A significant methodological challenge is the seamless and transparent in-
tegration of analyzing large datasets (distant reading) with the traditional work-
flows of conceptual historical research (close reading). Additionally, the effective
capture of various word senses (polysemy) and tracking their change over time
using computational methods remains a complex task. This article introduces the
tool Sense Clustering over Time (SCoT), specifically designed to address these
challenges in conceptual historical research. SCoT employs the method of Word
Sense Induction (WSI) to facilitate the semi-automatic detection and visual rep-
resentation of the historical semantics of conceptual words into sense clusters.
Such sense clusters enable the reconstruction of different word senses. Through
an open-access web interface, users can: (1) analyze the diachronic development
of sense clusters within extensive text corpora, (2) explore the linguistic contexts
driving these changes, and (3) identify and compile relevant references in the text
corpus for further study. Consequently, SCoT empowers researchers to perform
text mining and conduct scalable analyses of large historical corpora, signifi-
cantly enhancing research in the historical semantics and conceptual history.
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1 Introduction

The increasing availability of large historical text corpora has opened up new and
far-reaching possibilities for the research into the history of concepts. As a field of study
that is interested in concepts of cultural, political or scientific significance — e.g. power,
liberty, life, matter, time, energy, justice etc. — the history of concepts focuses on the
changes in their meaning and use over time in different, often interconnected, contexts
and discourses. Analyzing the meaning of such concepts and their change helps to shed
light on the constitution and development of larger historical or social contexts or ena-
bles an appropriate understanding of these contexts in the first place.



Pioneering for conceptual history as an interdisciplinary discipline and method of
research in the humanities were, among others, the “Historical Dictionary of Philoso-
phy” (1971-2007) edited by Joachim Ritter, Karlfried Griinder and Gottfried Gabriel,
or the “Historical Dictionary of Political-Social Language in Germany” (1972—-1997)
edited by Otto Brunner, Werner Conze and Reinhart Koselleck. The internationaliza-
tion and a more cultural studies-oriented reflection of approaches to the history of con-
cepts led to an ongoing critical methodological discussion [35, 53]. Although
Koselleck’s Begriffsgeschichte explicitly distances itself “from the approaches of mod-
ern linguistics, especially structuralist linguistics”, it has nonetheless “prepared the
ground for a future approach” [41].

Advances in computational and corpus linguistics in recent decades have given rise
to the possibility of combining the methods of conceptual history and linguistics in a
new way. In this context, the increasing digital availability of possible sources not only
offers new possibilities and opportunities, but also new methodological challenges that
are associated with a digital history of concepts and their (inter)relation to a digital
history of ideas [16, 24, 59]. One of these challenges relates to the question how statis-
tically aggregated data and quantitative analyses can be meaningfully and insightfully
connected to qualitative inquiries and the disciplinary conventions and methods of
scholars in conceptual history. In the field of digital humanities, this issue is articulated
as the question of the relationship between close reading and distant reading respec-
tively as scalable reading [14, 40, 50, 56, 65]. The importance of this question for a
digital history of concepts increases with the degree of the methods it employs, and the
size of the corpora being analyzed. The more sophisticated methods and tools for the
digital analysis of large text corpora become, the more challenging it will be to relate
quantitative findings to specific passages or concrete historical speech acts, which a
conceptual history study must still be based on.

In this article, we will explore the current state of research on approaches and meth-
ods in digital conceptual history, highlighting their respective advantages and disad-
vantages (Section 2). Based on this analysis, we propose a set of features that digital
research tools for conceptual history should ideally possess (Section 3). We will then
present the Word Sense Induction (WSI) based online tool “Sense Clustering over
Time” (SCoT) and demonstrate its application and workflow using a recent example
from research in the history of concepts (Section 4). Finally, we will discuss some of
the technological, methodological and epistemological challenges associated with this
tool, including its conceptualization through a general model for digital hermeneutics
(Section 5).

2 State of Research: Methods for the Digital History of
Concepts

To date, there is no standardized method for a digital history of concepts but rather
a multitude of approaches. Seven fundamental approaches can be identified that have
been used for digital studies of historical semantics, often in combination or as basic
elements for each other: (a) keyword query, (b) frequency analysis, (c) co-occurrence



or collocation analysis, (d) topic modelling, (e) semantic tagging, (f) word embeddings,
and (g) word sense induction. All these methods and their different utilizations have
certain advantages and disadvantages for a history of concepts.

(a) Keyword query is the most basic method of conducting historical text research
with digital means. Despite its simplicity, it remains a powerful and widely used
method, e.g. for identifying the first occurrences of specific word usages in historical
contexts. Tools featuring Keyword in Context (KWIC) functionality enable further ex-
ploration of the specific usage of particular word forms [23, 45]. The practice of key-
word querying is a fundamental tool for digital historical research, especially for the
inspection and interpretation of specific text passages. This method is particularly use-
ful when researchers already know exactly what they are looking for. In this form, key-
word query will remain an indispensable tool for digital hermeneutics. However, the
effectiveness of sole keyword queries diminishes with the size of the text corpus. Es-
pecially, when conducting diachronic studies of large corpora, more advanced method-
ologies are necessary. Advanced tools for historical linguistic research facilitate more
sophisticated search queries and comprehensive linguistic analyses of text corpora by
enabling targeted searches for specific word forms or to narrow their focus to particular
syntactic relations [23, 58]. These functionalities are based on additional methods of
digital text analysis, such as frequency or collocation analysis.

(b) A frequency analysis of word occurrences in relevant text corpora, especially
when tracked over time, can provide useful indications of certain conceptual or dis-
course conjunctures. An advantage of this method is its low-threshold application, as it
does not require any major computer linguistic or statistical expertise and it enables
relatively quick results. Tools like Google Ngram Viewer [47] or Digitales Worterbuch
der deutschen Sprache [27] have therefore become popular in the community. A great
disadvantage is that they alone do not provide information about differences and
changes in the meanings and contexts of a word. Thus, a query for ‘bank’ would sum
up occurrences of financial institutes, furniture, riversides and much more. And the
observation of a strong change in the frequency of a search term often leads to the
conclusion that this change indicates an increase or loss of relevance of the associated
concepts(s). While the latter is a flawed interpretative short-cut, the former is a tech-
nical limitation that in turn favors the latter. Silke Schwandt [60] for example, shows
on the basis of texts by Augustine and John of Salisbury that the decreasing frequency
of the word deus does not indicate a loss of meaning, but rather its undisputed signifi-
cance. Jani Marjanen has pointed out that four different historical phenomena may con-
tribute to historical frequency changes: “They are:

Topicality: a word becomes very topical in a given moment

Expansion: a word enters new domains in language

Polysemy: a word is associated with new meaning

Idiomatization: a word is associated with larger linguistic structures, such as
idoms (which also carry their own meaning)” [46].

In addition, other circumstances, such as censorship in the context of the source lan-
guage or an imbalanced composition in the source material, may contribute to changes



in word frequencies. Every solid frequency analysis must either uncover the main rea-
sons for such changes or account for the corresponding uncertainty in its interpretation.
Therefore, digital hermeneutics always requires an expanded form of source criticism,
both in a qualitative and quantitative sense. A best practice here includes a systematic
comparison of the relative word frequency with the absolute word frequency. Addition-
ally, more comprehensive analytical methods are necessary to investigate the underly-
ing causes of statistical findings, such as determining whether an increase in frequency
is attributable to the emergence of a new meaning.

(c) Co-occurrence or collocation analysis makes it possible to determine different
contexts of word occurrences, even independently of prior knowledge, and to map their
changes diachronically. Depending on the design of the user interface and access op-
tions to usable corpora, this method is also relatively accessible for users with no or not
much expertise in computational linguistics, as the representation of left and right
neighbors of a word and the counting of their frequency can be related to non-compu-
tational way of reading texts, i.e. scholarly reading, without detailed expertise in statis-
tics or data science, although elaborate statistical measures and data analysis functions
may have been deployed in the backend. Advanced tools for the diachronic analysis of
typical word combinations, such as DiaCollo [23, 36, 37], are therefore becoming in-
creasingly popular in the community. A significant limitation of this method is its ina-
bility to distinguish differences and changes in the meanings of search terms. Accord-
ingly, typical word combinations are accumulated, necessitating researchers to discern
different contexts by relying on their prior knowledge. Based on these observations,
researchers must infer or examine whether a change in contexts signifies the emergence
of a new sense of a term. Without additional methods such an examination must rely
on somewhat arbitrary sampling. A second disadvantage to consider relates to the po-
tential drawbacks accompanying its advantages. The easy accessibility of diachronic
co-occurrence visualizations, as provided by tools such as DiaCollo, offers researchers
a user-friendly entry point to advanced statistical analysis tools. However, this accessi-
bility may inadvertently lead to the neglect of the correct application and comparison
of different measures, weightings, ratios, scores, and functions provided by these tools
in favor of the most plausible-looking graphical representations. Just as with frequency
curves, it is essential to critically assess the underlying data and measures in collocation
analyses. Alongside heuristic and hermeneutic guidelines [46], supplementary tools can
also prove beneficial in this context.

(d) Topic models have the advantage that they can identify typical wider contexts in
which a word is used. There are various designs and applications of this method, but
they are all based on the assumption that identifiable subject areas in text collections,
i.e., the topics, can be derived from the distribution of thematically related words in
each corpus. Based on this assumption, topic models generate interpretable word fields
from statistical regularities and a calculation of corresponding probability distributions.
While these models are primarily employed to identify topics within corpora, assign
documents to these topics, and track their distribution over time, they can also offer
valuable insights for researching historical semantics [63]. In early historical applica-
tions of this method, it was shown, for example, that topics “corresponding to sequenc-



ing and cloning, structural biology, and immunology” became very popular in the Pro-
ceedings of the National Academy of Sciences of the United States of America (PNAS)
around 1991 [30]; or that the increase and decline of government-related topics in his-
torical newspapers like the Pennsylvania Gazette align clearly with trends in political
history [30]. To achieve meaningful and reproducible results, the complex parameters
of the models must be well adjusted [8]. While there may be relatively few parameters
to modify [54], a reliable application of the procedure requires specialist knowledge
and analysis routines. Based on this expertise, several further interpretative steps are
still required to transition from identified topics to the level of word semantics and
conceptual meanings. However, researchers have relatively little control over the top-
ics, neither in terms of their discoverability nor in terms of their interpretability [33,
55]. This constraint poses challenges in searching for specific conceptual vocabularies
and providing evidence of their absence with the help of topic models. While a major
advantage of this method lies in its ability to analyze large volumes of text without prior
knowledge about the sources and concepts involved, this limitation is certainly the most
significant drawback for its broader application in the history of concepts.

(e) Semantic tagging or semantic annotation comprises of a set of language technol-
ogy that involves analyzing and classifying texts through the application of structured
information. This methodology entails the formal description of content or data to iden-
tify topics, concepts, and entities. Essential resources for semantic tagging encompass
ontologies, taxonomies developed by experts, domain-specific knowledge, existing
metadata, and reference materials such as dictionaries and thesauri [1, 11, 61]. An ex-
ample of an initiative in this domain is the Dataset of Historical Ontologies (DHO),
which focuses on creating and maintaining ontologies that are tailored to various his-
torical periods and themes [12]. A recent application of semantic tagging in the field of
conceptual history is the annotation of the Hansard Corpus—a digitized compilation of
British parliamentary debates—using the Historical-Thesaurus-based Semantic Tagger
(HTST) [28]. This tool categorizes lexical units based on semantic criteria, facilitating
targeted searches of historical references and specific speech acts. Such applications
raise expectations that a multitude of historical expressions and speech acts can be for-
malized as articulations of a manageable number of specific concepts and thereby ren-
dered diachronically searchable within extensive text corpora. However, achieving this
level of formalization presents challenges and is currently only partially realized [28].
A fundamental methodological challenge remains the question of how the dynamics of
conceptual changes can meaningfully be related to a fixed nomenclature of structured
knowledge, or whether historical word meanings can be adequately captured by ontol-
ogies or dictionaries at all. Future advancements in machine learning and natural lan-
guage processing may provide opportunities to automate or enhance this process, even
within the specialized field of conceptual history.

(f) Word embeddings hold significant promise in the domain of conceptual history,
especially since the availability of the word2vec model [48], and most recently the ad-
vent of Large Language Models (LLM). Word embeddings situate words in continuous
vector spaces, where semantically similar words are positioned proximally. This ap-
proach enables the numerical representation of semantic relationships among words.
Static word embeddings are generated using algorithms like word2vec, which analyze



the context of words within large text corpora based on word co-occurrences and rep-
resent words with a single vector each. Contextual word embeddings are generated by
LLMs like BERT [17] and embed every single occurrence of a word as a different vec-
tor. For both variants, it holds that when trained on different corpora, vector-spaces
reveal typical patterns of word usage and semantical relations without the use of prede-
fined dictionaries or ontologies. Thereby, word embeddings can assist in identifying
word meanings: Represented as vectors — for example with cosine as a measure for
similarity — semantically related words are positioned closely together, whereas unre-
lated words are spaced apart within the vector space. Consequently, alterations in these
spatial relationships over time can indicate semantic and thus possible conceptual
changes. Therefore, word embeddings are of particular interest for the research in the
history of concepts [25, 26]. While recent studies can demonstrate a number of prom-
ising results from their application [25, 33, 34, 40, 64], word embeddings remain asso-
ciated with various methodological challenges. Models must be trained on a given cor-
pus, based on arbitrary parameters. To assess them effectively, a “ground truth” refer-
ence is essential, which could take the form of a predefined dictionary again, or human
annotators. However, historical research often lacks such “ground truth” references,
and creating them for each study would quickly strain the available resources of time,
human labor, and computing power [33]. While there are some feasible workarounds,
word embeddings remain opaque, leaving room for the question to which extent cosine
similarity is really about semantic similarity [62, 66], and semantic similarity as such
is a fuzzy notion. Another major limitation of classical static word embeddings is that
they provide only one representation in vector space for polysemous words, effectively
eliminating polysemic structure [33]. While there are approaches to modelling poly-
semic words with several embeddings, either by splitting single static embeddings into
several [3] or by clustering contextual embeddings into sense clusters, it is still a chal-
lenge to relate sense embeddings between different corpora or different time slices since
the vector representations remain opaque and subject to fluctuations [42] — something
that is a great disadvantage in the research of historical semantics.

(g) Word sense induction (WS]) is a natural language processing technique used to
identify different meanings (senses) of a word by statistically analyzing the contexts in
which the word appears in a large corpus of text [13, 18, 43]. These contexts can be
represented in co-occurrence matrices, word embeddings, or syntactical relations in-
volving the target word [4, 6]. By quantitatively analyzing the contextual information
of a search term, WSI typically employs clustering algorithms to group similar contexts
together, without relying on pre-defined lexical resources such as dictionaries or the-
sauri. Each resulting cluster is assumed to represent a distinct sense of the target word,
reflecting its varied uses in different contexts. For example, the word ‘bank’ might form
one cluster related to ‘finance’ and another related to ‘river.” This makes this method
particularly suitable for detecting polysemy. The aggregation of word sense clusters is
based on calculating similarity scores between all words in each corpus. Unlike word
embeddings, where similarity scores represent proximity in a vector space, WSI uses
statistical association measures, often derived from syntactical relations extracted from
a parsed corpus. Words that share many features, such as frequent subjects or adjec-
tives, are considered more similar than those that share fewer elements. Consequently,



word sense clusters and their changes over time can be interpreted as a representation
of the semantic structure of a search term and its historical development [5, 24, 31]. This
approach presents substantial advantages for researching historical semantics for three
primary reasons. First, it does not depend on predefined lexical or ontological resources
like dictionaries or thesauri. Second, unlike other computational methods, it is particu-
larly effective at identifying ambiguity and polysemy in words. Third, its foundation in
statistical techniques guarantees that the analysis outcomes—including similarity
scores and resulting clusters—remain consistently transparent. Such transparency is
crucial for understanding the factors that contribute to the emergence or disappearance
of word similarities and the subsequent interpretation of the possibly related conceptual
changes [46]. Therefore, WSI supports to the principle of provenance and provides the
potential for a scalable reading. However, its major disadvantage is certainly the re-
quirement for vast amounts of data, substantial computing power, and a relatively high
level of user expertise to effectively utilize this language technology. Thus, after an
initial proposal for its use in the history of concepts [24], this method has only recently
found wider application [23, 52].

To address and mitigate the limitations of previous techniques while enhancing their
strengths, several advanced approaches to semantic change detection have been pro-
posed. Notable approaches that innovatively combine, extend, and advance existing
methods are “context volatility” [38], “distributional probability” (dpf) based on “lexi-
cal co-association” [15, 16], or “local neighbourhood measure of semantic change
(LNM)” [34]. In general, it seems helpful and advisable to combine several methods in
historic semantical research. A mixed-methods approach not only strengthens the quan-
titative basis of arguments but also facilitates a thorough assessment of the outcomes
derived from individual analyses. However, different findings also require a careful
interpretation and thus further questions with regard to digital hermeneutics.

The emergence of increasingly advanced language technology and computational
linguistic methods, along with the growing number of demonstrations and publications
of their capability and utility, is prompting a dual response in the field of conceptual
history research. On the one hand, there is a rising interest in integrating these tools into
individual research efforts and personal workflows. On the other hand, even relatively
simple applications, such as frequency analysis, increase the demand for methodologi-
cal knowledge in the underlying language technology for proper use to achieve reliable
result. The visual representation of complex data often provides a low-threshold access
point or interface to complex quantitative text analyses, even for “occasional users.” A
well-known example is certainly the Google Ngrams Viewer. However, as text analysis
methods become increasingly complex, the potential for misinterpreting visual repre-
sentations can lead to inappropriate or arbitrary conclusions about data analysis results.
This risk is present not only when the underlying language technology lacks inherent
transparency, such as with word embeddings, but also in more basic applications like
frequency analysis which can be misinterpreted in several ways [46]. While the latter
risk can be mitigated or solved by acquiring skills in critical graph interpretation, the
former represents a severe technical limitation.



Therefore, in addition to fostering interdisciplinary education and collaboration in
the field of computational humanities, there is a crucial need for digital tools that en-
hance data interpretability. These tools should be designed with a focus on user expec-
tations and workflow efficiency to better support the interpretation of computational
analyses.

3 Requirements and Challenges in Tools Design for Digital
Research in the History of Concepts

Based on the desiderata identified in the state of research and on our own experiences
in this field, we propose the following features that digital research tools should possess
to efficiently support digital research in the history of concepts:

(a) Data-drivenness: The tool should enable the (semi)automatic detection of lexical
or conceptual features from text data in large corpora with minimal or no prior
knowledge or assumptions about its content.

(b) Versatility: The tool should allow to employ different methods of text analysis.

(c) Sensitivity: It should enable the identification of different senses of a word, as in
case of polysemic or ambiguity, which are key in historical semantics.

(d) Diachroneity: The tool must allow to track the change of word senses over time.

(e) Visualization: Instructive visual representations, like diagrams of graphs, should
support data analysis, enabling distant reading approaches.

(f) Transparency: The application must ensure that the relationship between visual
representations and their underlying data, alongside the method of their compu-
tation, remains both comprehensible and interpretable by users.

(g) Traceability: Users should be able to trace visual representations and the reasons
for their diachronic change back to relevant documents or text passages, thus
enabling a transition from distant to close reading—or scalable reading.

(h) Accessibility: The application should be as user-friendly as possible, ideally
open-source, and immediately ready for use.

(i) Adaptability: Users should be able to modify settings and parameters of the tool
to obtain, test, and compare various research results and it should provide anno-
tation features.

(j) Reproducibility: The analysis results should be easy to archive, to reference and
reproduce for further study.

In the following, the word sense induction (WSI) tool “Sense Clustering over Time”
(SCoT)! is presented that has been developed specifically for applications in the history
of concepts [31] and which is being used on a larger scale for the first time in the re-
search project “The 20th Century in Basic Concepts. A Dictionary of Historical Seman-
tics in Germany” [52]. As its technical foundation and earlier stages of its development
have been described elsewhere [4, 5, 9, 31, 39], this article will focus on its application
and workflows in research in the history of concepts.

! https://scot.ltdemos.informatik.uni-hamburg.de.



4 Researching historical semantics with the tool Sense
Clustering over Time (SCoT)

4.1 A structural semantics approach

As a WSI tool, SCoT is essentially based on the distributional hypothesis. This fun-
damental hypothesis of structural semantics suggests that: Words can be considered
similar if they have a similar distribution of all contexts in which they occur [32, 49].
In the case of SCoT, ‘context’ refers to the syntactic relations in which a given word
occurs. This approach is an operationalization of the idea of structural semantics to
view language as a system of syntagmatic and paradigmatic relationships. This ap-
proach can be illustrated using an example sentence (Fig. 1).

Syntagmatic Relation

A
This is : a . patient | aphorism.
This is an honest éstatement
[ [ WU S ——— ............................
3 This is an exemplary sentence.
£
2 That was a truthful phrase.
|35 [ FNN SN N S
He was a true friend.
N

Fig. 1. The two dimensions of structural semantics: In the paradigmatic dimension, words can,
to a certain degree, substitute each other within shared syntactic relationships.

In the paradigmatic dimension, the grammatical object of the highlighted exemplary
sentence (sentence) could be replaced by a similar word (such as statement), without
substantially altering the sentence’s meaning. Therefore, we could accept the expres-
sions: This is an exemplary sentence, and This is an exemplary statement as equivalent
(although, of course, there are always contexts in which such little difference would
change a lot). In general, however, we can say that due to such replaceability, the words
sentence, and statement are more similar to each other than, for example, the words
sentence and friend. In this sense, the green-colored words can be regarded as paradig-
matic elements of each other. As such, they can easily share any of the blue adjectives
with each other: true can be attributed to friend as well as to sentence without any se-
mantic trouble. In contrast, the adjective patient that could connect with fiiend as well
would induce a significant semantic irritation, perhaps a metaphorical effect, when
combined with one of the green elements, e.g. in a sentence like: This is a patient aph-
orism. Therefore, friend would not be regarded as a paradigmatic element of sentence.



The open-source framework JoBimText [9], which is a natural language processing
component of SCoT, can detect such paradigmatic relations of any word in a given text
corpus based on part-of-speech recognition (Fig. 2). For each lexical unit (word),
JoBimText calculates and rates the syntagmatic elements (contexts) that are most fre-
quently associated with it. Key words need to be queried in connection with a specified
part-of-speech (POS) tag. Thus, depending on POS tags, word inflection can also be
considered in research tasks. Based on the user’s query, common syntagmatic elements
are counted for all pairs of lexical units, resulting in their similarity score [8, 9]. A value
of 0 would mean no shared syntactic features and thus no similarity at all and the max-
imum value of 1000 would indicate the linguistic identity between two words. Words
with such maximum value could replace each other anytime without any semantic dif-
ference. Of course, in natural language such perfect synonyms do not occur. Instead,
high to very high similarity scores turned out to range between 200—500.

By comparing the associated paradigmatic elements of each word, JoBimText de-
tects similarity clusters [4, 7]. In this way the words decree, paragraph, decision, for
example, appear as elements of the same cluster to a shared vocabulary obviously re-
lated to the domain of jurisdiction. ‘Jurisdiction’, thus, can be interpreted as the domain
of one sense of ‘sentence’ meaning ‘the declaration of a punishment assigned to a de-
fendant found guilty by a court.” Other words found to be similar to sentence, like ex-
pression, verse, phrase, couplet, stanza or syllable, appear as elements of a different
cluster obviously consisting of linguistic entities, and so on.

JoBimTexi ~ token or sentence: This is an exemplary sentence.

Graph List 2~

sentence#NN
Count: 1722846 2 .

)\ o H it
This is an exemplary sentence

Jos 2 -3
Jo Score
sentence#NN 1000
sentences#NNS 240
decree#NN 136
paragraph#NN 127
decision#NN 112
phrase#NN 109

Fig. 2. The JoBimText framework. See http:/Itmaggie.informatik.uni-hamburg.de/jobimviz/.
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Such clusters apparently resemble topics models. The main difference, however, is
that detected paradigmatic elements do not have to occur in the immediate neighbor-
hood of the search word in order to be considered similar. A strong similarity may also
indicate an onomasiological substitution, i.e. one word historically replaces another and
takes over its previous function in a semantic network. In the German language, for
example, the term kreativ increasingly replaced the older term schopferisch in the sec-
ond half of the 20" century, with both terms denote inventiveness and the productive
use of imagination.

4.2  Analyzing the historical semantics of kreativ with SCoT. An exemplification

If we plot the diachronic development of the similarity value between these two
terms in the German-language Google Books corpus with SCoT (Fig. 3), we find that
a similarity between the two terms first appears in the second half of the 20th century,
before peaking in the 1980s with a value of 480, which is enormously high, and then
falling again significantly, before stabilizing at a level of around 300 — still indicating
a very high similarity.

Similarity over Time of kreativ#AD] with schopferisch#AD)]

500
—&— schopferisch#AD)

schopferisgh#AD) minimum
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<0
79

795

7 7 7, < N
966 7 90, 7 99$30 00&20 7 22
5 < 94 % 2 ’s
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Fig. 3. A diachronic plot of the similarity score between the adjectives schopferisch and kreativ
in the German Google Books corpus

A comparison of the frequency development of both terms shows that kreativ be-

comes into regular use not before the 1960°s (with a frequency above 1 ppm) — at a
time when schdpferisch has its peak of use, which then drops again significantly and is

11



overtaken by the frequency of kreativ (Fig. 4). Taken together, the developments in the
similarity score and word frequencies can be interpreted as an onomasiological substi-
tution. However, a closer examination of the history of these terms in the 20" century
shows that the (ex)change of the two words is also accompanied by a change in the
concept they denote [10]. One major difference is that the older concept of Schopfertum
was still strongly associated with the concept of Genie (genius), whereas Kreativitdt in
the post-war period is understood as something that can be scientifically analyzed and
also enhanced by certain techniques — especially for economic and entrepreneurial in-
terests in mobilizing human resources and productivity (which is also one reason why
the term developed quite differently in the two opposing political systems of the Ger-
man post-war period) [10].

Node Frequency over Time

—&— kreativ#AD)

2 /.\'\. schépferisch#AD)
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Fig. 4. A diachronic plot of the word frequency of the adjectives schdpferisch and kreativ in the
German Google Books corpus

With the help of SCoT, the change in the historical semantics of both terms can be
visualized. The following graph shows the semantic network of kreativ consisting of
the 30 most similar words for the adjective in the German-language Google Books cor-
pus for the entire period 1473-2019 (Fig. 5).2 The degree of similarity is indicated by
the size of the nodes: the bigger the node the more similar the word it represents. The
word schopferisch, for example, is one with the highest similarity value (480). The
graph itself, its clusters and their coloring were generated automatically by SCoT based

2SCoT: German Google Books, period=1473-2019, query=kreativ#ADJ, N=30, D=15, graph
type=NGoT fixed, https://scot.ltdemos.informatik.uni-hamburg.de/.
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on three input values: the search word including part of speech tag (ADJ for adjective),
the number of nodes (N) and the density of the Graph (D), controlling the number of
possible links between the nodes. Such links (or edges) indicate a similarity score be-
tween each node. The density value adjusts the threshold of ranked similarity values of
all existing edges in percent. In this case, the density value D has been set to 15, result-
ing in 131 of 870 max. possible edges. Based on these edges, clusters are calculated
using the Chinese Whispers graph clustering algorithm [5]. In each cluster, elements
exhibit a higher degree of similarity to each other than to those in other clusters. The
degree of similarity depends on the number of shared contexts. In this way, clusters
represent different senses of the search term (which itself, of course, is not included
within the network). Consequently, the similarity graph gives a visualization of the se-
mantic structure of a word within a corpus over a specified time span.
Let us examine this more closely:
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Fig. 5. Similarity graph of kreativ based on the thirty most similar words in the German Google
Books corpus for the period 1473-2019

The graph in Fig. 5 consists of two clusters: the lefthanded blue one contains adjec-
tives like schaffend (creative), gestalterisch (formativ), kiinstlerisch (artistic), poetisch
(poetic) as well as unternehmerisch (entrepreneurial), journalistisch (journalistic),
handwerklich (artisanal), and produktiv (productive); the righthanded green one, on the
other hand, contains adjectives such as kooperativ (cooperative), interaktiv (interac-
tive), reflexiv (reflexive), kognitiv (cognitive), and konstruktiv (constructive). In the
blue cluster, we find the biggest nodes of the graph. This gives us a first indication that
the blue sense is more dominant than the green one; we may interpret this finding as
the “main sense” of the term within this time period. How does it relate to the green
one? Reading the graph, it is already possible to guess the difference between both
clusters: The blue cluster seems to contain elements related to the individual ability to
make or craft things, while the green cluster seem to be primarily related to group ac-
tivities and organizational processes. And there are also some connections shown be-
tween them.
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Examining and understanding the exact reasons of this network structure more
closely requires a detailed cluster analysis, made possible by the functionalities of the
SCoT. Such an analysis reveals that the most significant contexts for the blue cluster
are syntagmatic relations to nouns that refer to the human ability to create something
or the productive exercise of imagination, with nouns for: creation, imagination, de-
sign, talent, potency, production, practice, work, talent.> In contrast, the most signifi-
cant contexts of the green cluster include nouns that refer to professional qualification,
teamwork and relationships such as competence, cooperation, proposal, process, dia-
log, product, exchange, and collaboration.* Thus, the context analysis confirms our
hermeneutic anticipation: There seem to be two different meanings of kreativ, one of
which has its place in the context of artistic or artisanal activities, in which the (high-
lighted) adjective schopferisch is also located, and the other sense is more related to
economic contexts.

However, both aspects have not been present throughout all times. The thirty nodes
composing the clusters represent the most similar words for kreativ for the entire period
of investigation. As a unique feature, SCoT makes it possible to visualize the distribu-
tion of paradigmatic elements over time in a diachronic representation.

.hbpferi sch#ADJ

Fig. 6. Similarity graph of kreativ in German Google Books 1946-1965

The “Time-Slice” mode of SCoT reveals that none of the top thirty nodes occur
among the most similar words to kreativ before 1946. As the frequency analysis already
indicates (Fig. 4), this is because kreativ does not occur in German-language book pub-
lications before the middle of the 20™ century on a relevant scale. It is not until the
period 1946—-1965 that a paradigmatic element for kreativ appears at all; the first and
single one is: schopferisch (Fig. 6). Then, in the following period, 1966—-1979, some-
thing remarkable happens: almost all the other nodes occur at once (Fig. 7).

3 The respective German nouns are Schaffen, Phantasie, Gestaltung, Begabung, Potenz, Produk-
tion, Praxis, Arbeit, and Talent.

4 The respective German nouns are Kompetenz, Zusammenarbeit, Vorschlag, Prozess, Dialog,
Produkt, Austausch, and Zusammenarbeit.
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Fig. 7. Similarity graph of kreativ in German Google Books 1966-1979

As Morten Bierganns has shown, this development in the history of the concept re-
sults mainly from the adoption and Germanization of the English terms creative and
creativity in German experimental psychology: “The noun Kreativitdit (‘creative
power,” ‘creative ability’) first appeared as a borrowing of the English creativity in the
first half of the 20th century as a specialist psychological term and has seen a sharp
increase in frequency of use since the mid-1960s” [10]. Based on this scientific devel-
opment, the term and its related concepts was soon adopted in economic and labor sci-
ence as well as educational policy discourses [10]. The latter development is reflected
in the formation of the green cluster; the expansion of the blue cluster in turn indicates
that the term assimilates parts of the semantics of schdpferisch in the course of this
development.

A comparative look with SCoT at identical settings in the same corpus shows a sig-
nificant overlap of the similarity graph of schdpferisch as it contains paradigmatic ele-
ments from the blue cluster of kreativ such as German adjectives for poetic, intellectual,
productive, artistic, also entrepreneurial and authorial® 1t is also interesting to note
that the similarity graph of kreativ is reduced again towards the end of the 20th century,
while the balance of power between the two clusters has shifted in favor of the green
one (Fig. 8) — which speaks for the growing economic implication of the term within
the German Google Books corpus. In this way, SCoT may help to detect changes in the
meaning (sense) of conceptual terms.

3 SCoT: German Google Books, period=1473-2019, query=schdpferisch#ADJ, N=30, D=15,
graph type=NGoT fixed. The corresponding German nouns are dichterisch, geistig, produktiv,
kiinstlerisch, unternehmerisch und schrifistellerisch.
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Fig. 8. Similarity graph of kreativ in German Google Books 2016-2019

4.3  Scalable reading with SCoT

The Sense Clustering over Time tool not only visualizes diachronic changes in sim-
ilarity graphs but also offers a comprehensive suite of analytical tools. In addition to
synoptic diagrams that chart frequency values and similarity scores over time (pre-
sented above), SCoT enables the validation of findings by referencing specific text pas-
sages — provided the entire corpus under study is available in full text. This is not always
the case, for example with Google Books, which is a problematic text corpus also for
other reasons, for example due to a lack of transparency of its composition. However,
when querying other, fully available and transparent corpora, e.g. the German Refer-
ence Corpus provided by the IDS Leibniz Institute for the German Language with the
same search term and POS-tag,® SCoT allows to examine corresponding example sen-
tences for the term usage in question. For instance: “Although a ‘violation of existence’
[...] stimulates creativity (Schopfertum), creative potential (kreatives Potential) —
Matussek comforts us — is waiting to be ‘discovered, awakened and unfolded’ in eve-
ryone, especially in mentally healthy people.” (Fig. 9, left sidebar, my translation). This
quote from a review of two books on creativity in the news magazine Der Spiegel [2]
documents the popularization of the psychological concept in German language. Such
example sentences can be traced via the syntagmatic relation kreatives Potential (crea-
tive potential) that is significant for kreativ in this corpus as revealed via context anal-
ysis (Fig. 9., right sidebar). The list of all example sentences can be filtered with further
search terms. Thus, by enabling scholars to navigate from the graphical representation
of the statistical data to the citation-based document evaluation, SCoT seamlessly sup-
ports scalable reading.

¢ SCoT: IDS German Reference Corpus, period=1945-2021, query=kreativ#ADJA, N=60,
D=20, graph type=NGoT fixed.
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Example Sentences 2 Shared Context-Words

Fig. 9. Context analysis tools in SCoT: shared context words, node similarity, node frequency
and example sentences for the similarity relation between kreativ (creative) and kiinstlerisch
(artistic) in the German IDS corpus

5 Discussion

After presenting an example from the German conceptual history of creativity that
demonstrates a user-centered workflow using SCoT, we will discuss the viability of this
tool for research within the digital history of concepts and its implications for digital
hermeneutics. In this discussion we will also consider the proposed features outlined in
Section 4 and the IVIS reference model for digital hermeneutics.

5.1  Other application examples and use cases

Regarding its dedicated purpose, it is essential to consider and evaluate whether the
application of SCoT can be effectively extended to other use cases. Several examples
can be referenced in this context. In a first pilot study, it was shown with a corpus of
German-language newspapers how a problem discourse about networks (as a structural
feature of our interconnected world) emerging at the beginning of the 21st century af-
fected and changed the semantic structure of the highly polysemic concept of Netz/werk
(net/work) [24]. This work has later been approved and extended by a SCoT-based
analysis on the historical semantic of Netz, Netzwerk, Vernetzung (web, network, inter-
connection) in large German language text corpora of the 20" century [22]. In the tech-
nical demonstration of the first published prototype of SCoT, the historical semantic of
crisis in the English Google Books corpus has been used as a test case to show a shift
of meaning of the term towards an increasing economic sense in the second half of the
20% century [31]. A further example is the history of the concept of Energie (energy):
Using SCoT, it was possible to show that at the end of the 19th century, the German
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concept of energy was primarily used to address human behaviors, but over the course
of the 20th century, due to the quantitative increase in scientific texts, it was more fre-
quently used in its physical-physiological sense and thereby developed a new, distinct
sense — that could be related to an analogous development in English language [29].
The latter example comes from the first systematic application context of SCoT: the
German lexicon project on “The 20th Century in Basic Concepts. A Dictionary of His-
torical Semantics in Germany” [52] already mentioned above. In this lexicon, a contri-
bution on the history of the concept of Aufkldirung (enlightenment, intelligence) has
been published that we like to cite as our last example: In this article, SCoT was used
to show how the historical semantics of the concept shifted in the course of the 20th
century from a term used to describe or guide actions to a term denoting an epoch [51].

In the context of this lexicon, further works successfully utilizing SCoT have been
published as part of the open access project running since 2020, developed and coordi-
nated by the Berlin Leibniz Center for Literary and Cultural Research in cooperation
with the Leibniz Institute for the German Language Mannheim and the Leibniz Centre
for Contemporary History Potsdam [52]. However, it can also be reported from authors
working in this context that attempts to apply SCoT have not yielded useful results in
certain cases, partly due to restriction or unavailability of text corpora, partly to unsat-
isfying analysis results. In some cases, for example, certain syntactic features (such as
frequent prepositions) dominate the similarity graph in a way that seems inappropriate
und uninformative for a given research context. Similar findings have also been re-
ported elsewhere [40]. While this kind of limitations are partly related to the accessi-
bility and quality of the available text corpora (discussed in the next section) they also
raise general questions of the viability of the method.

5.2 Reliability and viability of the method

SCoT is based on components whose reliability have been tested and proven else-
where [4, 5, 7, 9]. A comprehensive system description has been given by Haase et al.
[31]. Using the JoBimText framework, SCoT calculates semantic similarity utilizing
distributional thesauri (DT). This approach has been selected due to its versatility, al-
lowing it to accommodate a variety of context features, such as word n-grams, part-of-
speech n-grams, and syntactic dependencies. For SCoT, JoBimText employs syntactic
dependencies to process text, extracting syntactic features of single words based on
POS-Tags and calculating their frequencies and association scores through statistical
measures like Lexicographer’s Mutual Information (LMI), Pointwise Mutual Infor-
mation (PMI), and Log-Likelihood (LL) [20]. The default settings use LMI to rank and
retain the top 1,000 features for each word based on shared syntactic contexts. The
choice of JoBimText enhances the semantic modeling capabilities of the framework in
an unsupervised manner, without relying on pre-existing lexical resources. When eval-
uated on tasks such as lexical substitution, this framework surpasses non-contextual
models by effectively addressing challenges like ambiguity and synonymy [6]. Overall,
it offers a robust, data-driven, versatile, and context-aware and thus sensitive method-
ology for modeling semantic relationships in natural language processing tasks. Con-
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text-awareness also ensures that the framework maintains transparency and traceabil-
ity, as the computed similarity scores can be directly associated and evaluated with the
specific text-features of each word. The clustering and visualization functionalities of
SCoT are based on the Chinese Whispers algorithm [5]; the front-end utilizes the
Model-View-ViewModel (MVVM) framework Vue [31], and allows a diachronic anal-
ysis of the similarity graph as shown in Section 4, based on the DT of time-sliced cor-
pora. SCoT also features a view configurator, supporting argument development in the
sense of the Draft Reference Model (DRM@DH) presented in this volume.

The GUI offers further functionalities to display a list of syntagmatic contexts per
selected word-nodes, including whole clusters, as ranked by LMI. The GUI therefore
supports transparency and traceability. By supporting transparency and traceability,
SCoT benefits historical research interests in accordance with the principle of prove-
nance as it provides the possibility to explore specific contexts for given similarity
scores or cluster representations. Users can track down relevant sentences from the text
corpus for further investigation or CSV export. Thus, SCoT supports scalable reading
— given that full access to the text corpus is provided. Which is, although desired, not
always the case: Google Books, for example, does not come as a full text corpus but as
n-gram dataset. Therefore, in this case, users are not able to read original documents.
SCoT can process such data sets but only offers limited analysis options in these cases:
The hermeneutic circle can then only operate at distant reading level — or must be con-
nected to the level of close reading in other ways.

5.3  Provision and Processing of Data

The issue of corpus accessibility generally points to questions regarding the data
basis and processing methods of SCoT. The transformation of text data into similarity
values was explained in the previous section. Before these calculations can take place,
suitable text corpora must first be acquired and prepared in an appropriate manner for
the calculations. The acquisition of suitable corpora presents its own problem.

SCoT is only suitable for very large corpora, as small text collections cannot be
meaningfully analyzed with symbolic WSI methods. The data-hungriness of SCoT is
exacerbated by its transparent nature: While embedding-based methods can leverage
word similarities for context similarities, JoBimText stays on the symbolic level. This
approach preserves transparency but necessitates that contexts be exactly the same to
be considered a signal of similarity. Large corpora, on the other hand, are not available
for all languages and are not equally accessible. Full-text access is a prerequisite for
computing the DTs. This access can be restricted or prevented by external obstacles,
such as copyright or licensing conditions.

If access is possible, as for example in the case of the English-language Hansard
corpus or the German-language Bundestag corpus, each corpus must be time-stamped,
parsed and annotated with POS-tags, and finally split into time slices to enable mean-
ingful diachronic analyses. Here, it is necessary to make trade-offs: on one hand, the
chosen time segments must be large enough to provide meaningful statistical values;
on the other hand, they must be small enough to allow for a desirable temporal resolu-
tion (in the history of concepts: ideally something between a year and a century). Once
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a reasonable proportion has been determined, one must also decide where to place the
temporal cuts. These can be oriented around familiar historical dates (e.g., 1945 or
1968) or other temporal units. Thus, raw data is already drawn into the hermeneutic
circle during the pre-processing phase of texts.

Additionally, the corpora themselves can (and must) be subject to source criticism:
Who compiled them under which criteria? How are they composed? Although criteria
for a balanced composition play a decreasing role as the size of the corpus increases
[44], this does not exempt us from the critical reflection on the composition of the
sources and what possible biases might be associated with them. In the case of Google
Books, for instance, it must be considered that the texts it contains are based on scans
of unspecified collections of American university libraries. Thus, the selection of
sources is pre-filtered not just by the collection criteria of the libraries and the selection
process of Google, but also, for example, by the publication practices of certain aca-
demic disciplines: A large part of the scientific discourse of the second half of the 20th
century will not be found there because it took place in journals, which are not included
in the corpus. On the contrary, other corpora are very transparent: the German Parlia-
ment corpus, for example, contains all recorded communications of the Bundestag.
However, the quality of the transcriptions and pre-processing processes remains a ques-
tion to be considered.

Once a suitable corpus has been thoroughly processed for SCoT analyses, it can be
made freely available online for interested users. As of the publication date, eight cor-
pora in three different languages are accessible through the SCoT open-access platform,
with plans for ongoing additions.

5.4  Evaluation and Interpretation of Research Results

Before a corpus is made accessible for SCoT analyses, it should be evaluated in
terms of its preprocessing. Such an evaluation must be carried out through sampling or
frequent applications by human experts: Do the queries produce plausible results? An-
swering this question is not yet proof of the validity of the calculated DTs. It is funda-
mentally possible that a Word Sense Induction produces counterintuitive results, which
are not necessarily incorrect just because they do not align with our linguistic or histor-
ical expectations. However, they are always the basis of our data interpretation, and
thus of the evaluation process. Alongside a hard-to-operationalize intuition regarding
the plausibility of the results, critical questions aid in the assessment: Does a significant
portion of the visualized paradigmatic elements of a similarity graph align with our
knowledge of historical word semantics? Can clusters be assigned to recognizable word
senses? Can their changes over time be related to meaningful contexts? Would or do
many human experts agree on the answers to these questions?

The node and cluster analysis functions of SCoT play a crucial role in achieving
answers, and every digital analysis of the historical semantics of a term should leverage
these tools. By examining the top-n features of a node, one can gain valuable linguistic
insights into its usage, leading to abductive conclusions about its conceptual role (as
demonstrated in Section 4). Once a sufficient number of test queries and analyses have
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been conducted, the corpus will be deemed ready for public release. However, the cri-
teria for what constitutes ‘sufficient’ remain open to interpretation in this context: We
can never rule out the possibility of issues arising later that were previously overlooked.
These issues can only be addressed again through improved pre-processing, while the
fundamental work and evaluation process remain unchanged. Consequently, in the long
term, the evaluation process operates within a hermeneutic circle as well.

SCoT provides additional functions and visualization options that significantly en-
hance the evaluation process of analysis results. As highlighted in the state of research
(Section 2), every method for a digital history of concepts presents its own set of ad-
vantages and limitations. Consequently, it is inadvisable to rely solely on a singular
methodology. A comparative approach should always be a preferrable strategy. To fa-
cilitate this approach in terms of the desired feature of versatility (Section 3), SCoT
offers a synoptic view, allowing for the comparison of the progression of average sim-
ilarity and frequency values for all nodes within a cluster over time. The following
figure (Fig. 10) presents the diachronic values for the two clusters of Kreativitdt previ-

ously examined in Section 4, based on the German-language Google Books corpus (cf.
Fig. 5).
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Fig. 10. Synoptic view of average similarity scores and frequency values of the nodes of differ-
ent clusters over time — in this case: two clusters of Kreativitdt in German Google Books

In our exemplary analysis we found that the blue cluster represents creativity as an
individual ability and the green one creativity as an economic resource. In addition to
the diachronic cluster analysis, the synoptic diagram in Fig. 10 provides further evi-
dence. It reveals that the blue ‘ability’-cluster exhibits the highest similarity scores rec-
orded during the observed period, reaching levels up to 300 (which can be regarded as
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very high). Notably, these elevated values are attained only after end of the World War
II, while the frequency of nodes within this cluster remains stable on average. Conse-
quently, the rapid increase in similarity value cannot be attributed to significant fluctu-
ations in frequency values. Conversely, the green economy cluster shows a different
pattern. Although there is an increase in similarity values in the post-war period, it is
not as pronounced as observed in the blue cluster. However, the average frequency of
the cluster nodes experiences a substantial increase, rising a hundredfold overall. This
significant increase could potentially impact the similarity value. Such correlations can
now be taken into account in future studies of conceptual history. SCoT was recently
updated with this synoptic analysis function, which is now available for public use.
Together with the possibility of analyzing different corpora with different or identical
parameters, SCoT supports the evaluation of analysis results and a comparative work-
flow.

5.5  Epistemic challenges

Beyond the presented advantages, the Sense Clustering over Time approach also
poses a number of epistemic challenges. We will conclude with some methodological
remarks concerning the digital hermeneutic process — which already starts with the pro-
cess of semi-automatic graph clustering. This is not static, but non-deterministic. Which
means it cannot be reproduced exactly. This in turn does not mean that the result of the
clustering process is arbitrary. However, it always contains a certain amount of varia-
bility.

Let us take another look at the graph of kreativ in the Google Books corpus for
demonstration purposes and run it through a series of repeated clustering cycles with
identical parameter settings. It may happen, for instance, that some nodes, such as kon-
struktiv and innovativ, which previously belonged to the blue cluster (Fig. 5), become
part of the green cluster (Fig. 11). This is because they maintain closer connections with
both. By lowering the density value D, a much larger number of clusters can be created,
i.e. even finer structural-semantic differences can be made visible which at some point
may also lead to a fragmentation or partitioning of the graph (Fig. 12), or on the con-
trary, all differences can be blurred by drastically increasing the D value which will, at
a certain point, lead to a ‘big blob’ telling us nothing interesting anymore. Which leads
to the question of the right setting of the parameters.
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Fig. 12. same graph with density D=8

The question of the right setting is also a question of what ‘right’ can or should mean
in this context. This question cannot be answered in a scientific manner, despite all the
mathematics involved. It requires a critical judgement on the part of the researcher, who
sets the parameters based on his prior understanding and epistemic interest — thereby
further driving the hermeneutic circle. A fundamental heuristic can be applied, though,
when searching for the ‘right’ parameters. This is, for instance, Rule No. 1: Start with
a high density value and lower it until at least two clusters appear for the first time.
They should represent the most important difference in the semantic network. Then
follow Rule No. 2: Repeat the re-clustering cycle several times and observe if the dif-
ference occurs on a regular basis. If so, then the difference is stable and thus signifi-
cant. Now you can start with your interpretation of the senses.
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Once the analysis yields a satisfactory result, it can be saved. SCoT offers the capa-
bility to store visual representations as image files in SVG or JPG formats. Each graph
can also be saved as a JSON file and reloaded later for future analysis or evaluation,
ensuring reproducibility.

Regarding its epistemic challenges, the process of sense cluster analysis aligns in
many ways with Rheinberger’s concept of an experimental system [57], not only in
terms of data and sources [21] but also, and even more so, regarding parameter manip-
ulation. In this context, manipulation is not something to be avoided or debunked; ra-
ther, it is an integral part of the experimentation process. In this sense, SCoT functions
as an experimental system, with the historical semantics of concepts as its epistemic
object. The interaction of the researcher with the non-deterministic experimental sys-
tem inevitably becomes part of the hermeneutic circle. It is precisely this circle between
automatic induction, historical interpretation and parametric reconfiguration that char-
acterizes the digital hermeneutic of SCoT.

In the next and last section, we will discuss the degree to which this parameter-re-
lated hermeneutic process is reflected by the DRM@DH model as presented in this
volume.

5.6  SCoT in the context of the DRM@DH model

Digital hermeneutics can be understood as a digital or hybrid approach to analog
sources [16]. However, when it comes to big data research tools, things become even
more complex. By conceptualizing SCoT in terms of the DRM@DH model, it becomes
evident that processes such as searching, filtering, selecting, sorting, mapping, and clas-
sifying, as well as parameterizing, testing, comparing, and evaluating ‘data as capta’
[19], initiate hermeneutic operations of different levels. These operations are integral
to an experimental system where data visualizations oscillate between serving as tech-
nical (or: virtual) objects and functioning as epistemic things. During the analysis pro-
cess, data visualizations serve as indicators, semiotic traces, or statistical evidence of
the research object—in this instance: the historical semantics of a concept. However, at
another stage of research and development, they transform into epistemic things that
require examination, testing, evaluation, and validation. Digital experimental systems
like SCoT make this transition especially evident during the research process itself and
raise additional epistemological questions concerning digital hermeneutics.

The DRM@DH model seems particularly well-suited for hermeneutic research tools
that are based on a qualified pre-selection and annotation of research data which are to
be transformed from ‘capta’ into ‘arguments.” Provided the model aims to describe
workflows that also include big data analysis tools based on topic modeling, vector
spaces, word sense induction or other advanced methods, it must adeptly capture the
hermeneutic processes involved in computing, evaluating, and experimenting with
data. This includes the aggregation and processing of data during the development and
setup phase as well as the setting and adjustment of parameters for the calculation and
visualization of data within the experimental system. ‘Data transformation’ in this con-
text is therefore not only ‘transcription’ and ‘description’, but also distributing,
weighting and calculation. Likewise, ‘visual mappings’ in this case do not amount to
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‘annotations’, but to render graphs based on specific parameter settings. The graphs
and their clusters can be annotated in a further step of data analysis and be compared
with results achieved by different parameter settings. Accordingly, ‘view transfor-
mation’ and ‘configuration’ amount to parameterization, experimentation and evalua-
tion. In order to take into account the transition of graphs from technical (virtual) ob-
jects to epistemic things — which can, and often must, go through several transitory
cycles — dedicated phases of data manipulation, testing and proofing would have to be
incorporated in relation to all transformation steps of the DRM@DH model.

To adequately represent these workflow steps, which are part of the hermeneutic
circle in place, it is important to consider that the use of big data analysis tools typically
does not commence with specific text documents to be collected and selected through
conventional research and reading techniques conducted and overseen by human ex-
perts. Instead, it starts with ready-made, highly pre-processed, aggregated text data
compilations to be queried with specific parameter settings that will result in visual
representations. The discovery and identification of individual text documents for fur-
ther reading are more likely to occur at the end of the work process with big data tools.

In turn, meaningful analyses at distant reading level require methodically controlled
evaluation steps, both in the visual representations and the underlying data structures,
e.g. the Distributional Thesaurus or the word embeddings. However, the criteria for
evaluation utilized by users and developers of these tools are not identical, and both
sets of criteria differ from those applied to the assessment of transcriptions or annota-
tions of text documents, images, or multimedia files. Consequently, they all play dif-
ferent roles within the hermeneutic processes. This difference deserves careful consid-
eration. For while in the case of annotation-based study of small corpora researchers
are in most cases in control of the compilation and transformation of the sources, users
of big data text analysis tools often depend on the support of or collaboration with lan-
guage technology experts. Therefore, a continuous interdisciplinary exchange with the
developers of such tools or a certain methodological education is essential in the case
of advanced digital methods in the research of historical semantics [55]. This require-
ment should be adequately considered in a workflow-oriented development and there-
fore also in a comprehensive model for digital hermeneutic tools.

6 Conclusion

Up to date there are only few open-source and open-access online applications avail-
able that are dedicated for the research in historical semantics that are easily accessible
to researchers working in the history of concepts. Prominent tools within the commu-
nity, such as Google Ngrams Viewer and DiaCollo, have gained popularity due to their
good accessibility and the methodologies they utilize. They allow for a relatively good
integration of data analysis results in historical research methods even without ad-
vanced NLP expertise, thanks to the methodical transparency of the frequency and col-
location analysis. Conversely, tools designed for more complex analyses, such as topic
modeling or word embeddings, pose considerable challenges related to both technical
and methodological accessibility and transparency. While some of these challenges can
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be overcome with sufficient resources (knowledge, computing power, data, time,
money), the problem of lacking transparency remains especially in the case of word
embeddings which have become more popular for research in historical semantics re-
cently.

SCoT is an open-access online tool specifically developed to support digital research
in the history of concepts with a Word Sense Induction (WSI) approach. A key ad-
vantage of the WSI approach for historical research is its inherent transparency. It al-
lows for data-driven detection and visualization of ranked word senses and their evo-
lution over time by calculating context-based similarity values within time-stamped text
corpora. This method enables researchers to identify and analyze word senses without
the need for predefined dictionaries, thesauri, or training vector-based language models.
While the latter also enable context-based representation of word meanings, they lose
information about the corresponding contexts. In contrast, SCoT retains this context
information, making it accessible for researchers and allowing them to trace similarity
scores of word senses back to specific text passages. By maintaining transparency and
traceability, SCoT thus enables a comprehensive scalable reading approach.

Another unique key feature of SCoT is the diachronic representation of different
word senses. While other tools enable diachronic representations of word frequencies,
contexts, similarities or other, more complex measures for the research in the history of
concepts and ideas, SCoT can visualize different word senses (including polysemy) and
their change over time, thus featuring diachroneity and sensitivity. By providing ana-
lytical functions to compare frequency values and similarity scores over time in a syn-
optic view, SCoT allows a detailed and versatile evaluation of analysis results. Options
for modifying the queries and display parameters ensures adaptability and the save and
load function for analysis results ensures reproducibility.

The most significant limitation of SCoT is that it demands vast amounts of data,
substantial computing power, and a relatively high level of training in the field of lan-
guage technology from its users. Without adequate training or interdisciplinary coop-
eration, methodological uncontrolled interpretation of visualizations of highly aggre-
gated data can actually turn into an epistemological obstacle. These limitations make
SCoT less accessible compared to other tools that have gained traction within the re-
search community. However, to support accessibility, the design and documentation of
the open-source online tool are structured in a workflow-oriented way to make the ap-
plication and understanding of SCoT as inviting and convenient as possible. Further
improvements are possible and planned. To compensate for restrictions on access in
terms of data and computing power, all text corpora implemented for SCoT analyses to
date have been made publicly available online for research purposes.

In conclusion, SCoT sufficiently fulfils the proposed requirements for digital re-
search tools in the field of conceptual history, as outlined in Section 4. With its WSI
approach, it offers valuable benefits for digital research in historical semantics by
providing unique functionalities and thereby usefully complementing existing methods.

Challenges remain in the more precise description and reflection of the epistemolog-
ical and hermeneutical implications of using SCoT as a digital experimental system. A
further development of a general model for digital hermeneutics research tools could
support this inherently interdisciplinary task.
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