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ABSTRACT
Transformer-based language models recently gained large popular-
ity in Natural Language Processing (NLP) because of their diverse
applicability in various tasks where they reach state-of-the-art per-
formance. Even though for resource-rich languages like English,
performance is very high, there is still headroom for improvement
for low resource languages. In this paper, we propose a methodol-
ogy to incorporate Distributional Thesaurus information using a
Graph Neural Network on top of pretrained Transformer models
to improve the state-of-the-art performance for tasks like semantic
textual similarity, sentiment analysis, paraphrasing, and discourse
analysis. In this study, we attempt various NLP tasks using our pro-
posed methodology for five languages – English, German, Hindi,
Bengali, and Amharic – and show that by using our approach, the
performance improvement over transformer models increases as
we move from resource-rich (English) to low-resource languages
(Hindi, Bengali, and Amharic).
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1 INTRODUCTION
With the evolution of transformer-based language models [10, 27],
NLP researchers are applying these in a variety of NLP tasks. For
example, the state-of-the-art models for the standard Natural Lan-
guage Understanding (NLU) benchmark tasks, like GLUE [40], are
different variants of BERT [10] based models. Note that, all these
models are based on the Transformer [38] architecture and are ex-
tensively pretrained on large corpora. Considering their commend-
able performance on these benchmarks, prior works [7, 16, 36, 44]
have extensively investigated the knowledge encoded in the rep-
resentations of these models. In this direction, some of the recent
works [7, 16, 36, 44] have investigated such transformer-based ar-
chitectures from a linguistic point of view. From such investigations,
one conclusive finding conveys that, unlike syntax, semantics and
general world knowledge are not brought to the surface by the
representations obtained from such models [3].

Researchers attempt to bridge such a gap in transformer-based
models in various ways. Efforts have been made to incorporate se-
mantics from resources like pretrained semantic parsers like Seman-
tic Role Labelers [48] and DELPH-IN MRS-derived dependencies
(DM) [44]. Semantics-aware BERT (SemBERT) [48] leverages a pre-
trained Semantic Role Labeler to fetch multiple predicate derived
structures of explicit semantics. These semantic structures are fur-
ther encoded and fused with the BERT embeddings to generate the
final semantic embedding. Along a similar direction, Semantics In-
fused Finetuning (SIFT) explicitly encodes DELPH-IN MRS-derived
semantic dependency parses, using Relational Graph Convolutional
Networks, and this knowledge is used to enrich the representations
from the pretrained transformer-based models.

All of these approaches discussed above leverage some resources
that are available for resource-rich languages like English. For
medium-resource (German) or low-resource languages (Hindi, Ben-
gali, Amharic), those resources are not available to compensate for
the weakness in terms of the lack of training data of transformer-
based models. Therefore, we propose the idea of incorporating Dis-
tributional Thesaurus (DT) information as an additional knowledge
source. DT is a sparse similarity graph that encodes lexical-semantic
relationships betweenwords [19]. It can be built frommedium-sized
corpora in an unsupervised way and serves as a distilled semantic
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lexicon, making it suitable for research in the low-resource lan-
guage paradigm. To fuse the knowledge of DT on top of pretrained
transformer architecture, we use Graph Neural Networks (GNN).
We try with two variants of GNN namely, Graph Convolution Net-
work [24] and Local Extrema convolution [33] for this study. We
experiment with a wide variety of tasks for five languages namely
English, German, Hindi, Bengali, Amharic. As transformer-based
language models, we use BERT, RoBERTa, mBERT, and XLM-R as
per the availability of models in respective languages. From the
extensive set of experiments, we see that the proposed approach pro-
duces similar performance for the tasks attempted for the English
language. On the other hand, for medium-resource language like
German, it shows an average performance gain of 0.5-3% whereas
for low-resource languages like Hindi, Bengali, and Amharic the
performance gain due to our proposed methodology is consistently
higher (for Hindi and Bengali it is 0.08-3.13% and 0.87-2.14% respec-
tively while for Amharic it is 4.54-6.01%).

In a nutshell, our contributions are threefold:
• Propose an idea of utilizing knowledge from DT as an addi-
tional resource to improve the performance of transformer-
based models especially for low-resource languages while
experimenting with various NLP tasks.

• Use GNNs to fuse the knowledge from aDTwith a pretrained
transformer-based model. The approach architecture is sim-
ple and requires less training time as the model parameters
are finetuned and not trained from scratch.

• By following our proposed approach we produce promising
state-of-the-art performances for the NLP tasks attempted
in Hindi, Bengali, and Amharic languages. We make all the
data and code publicly available1.

2 RELATEDWORK
2.1 Transformer Representations
In a time when Recurrent Neural Networks (RNN) and Convolution
Neural Networks (CNN) were the popular neural network architec-
tures for sequence-to-sequence tasks, Vaswani et al. [38] presented
the transformer architecture, which solely relies on attention-based
mechanisms. Their proposed method leverages a self-attention
scheme, which addresses the issue of long-range dependencies en-
countered in RNNs. Furthermore, the transformer model recorded
the state-of-the-art performance in the machine translation task
beating the previous ensemble methods by a large margin [38].

2.1.1 BERT. Based on the successful usage of self-attention in
transformers, Devlin et al. [10] presented the Bidirectional En-
coder Representations from Transformers (BERT) model. Unlike
the conventional auto-regressive Language Models (LM), BERT
is pretrained using the masked language modeling objective and
the next sentence prediction objective. Here, the masked language
modeling objective forces the model to estimate the probability
of a masked token by jointly conditioning on both the left and
right contexts. For pretraining this model, the authors used the
BooksCorpus (800M words) [49] and English Wikipedia (2,500M
words). Later, these pretrained representations are to be adapted to
the downstream task of interest by finetuning the parameters of

1https://github.com/uhh-lt/DT2ContextRep

the model. Over the years, this pretrain-finetune approach has been
shown to be successful in a wide variety of NLU tasks [39, 40].

2.1.2 mBERT. Recently, the authors of BERT released the multilin-
gual version of their model, where it has been pretrained on 104
languages. The evaluation performed on a wide variety of tasks in
diverse languages presents promising results.

2.1.3 RoBERTa. The RoBERTa model [27] builds on BERT’s lan-
guage masking strategy, wherein the model learns to predict in-
tentionally hidden sections of text within, otherwise, unannotated
language examples. RoBERTa modifies certain hyperparameters
in the BERT architecture including the removal of the next sen-
tence prediction objective while pretraining the network with much
larger mini-batch sizes and learning rates. The authors claim that
these changes enable RoBERTa to improve on the masked language
modeling objective and thereby leads to improved performance on
a wide variety of downstream tasks [39, 40].

2.1.4 XLM-RoBERTa. XLM-RoBERTa [8] is a large multilingual
model, based on the RoBERTa architecture, pretrained on 2.5TB of
filtered CommonCrawl data. Experiments confirm that it outper-
forms mBERT on a wide range of cross-lingual tasks.

Alongside the development of the transformer-based encoder
representations, recent works [7, 16, 36, 44] have also investigated
the representations obtained from these models to better under-
stand the knowledge encoded within them. The authors of these
independent works conclude that these models produce power-
ful representations that capture the syntax from the text but the
semantics is not brought to the surface.

SemBERT [48] was proposed to incorporate explicit contextual
semantics from a pretrained semantic role labeler and to thereby en-
rich the underlying language representation model. This approach
is of interest as it permits the convenient usability of the pretrained
weights of the BERT model while permitting the introduction of
semantics in a light finetuning manner without substantial task-
specific modifications. Following the pretrain-finetune methodol-
ogy, Semantics-Infused Finetuning (SIFT) [44] incorporates the se-
mantics from DELPH-IN MRS-derived (DM) dependencies [17], by
leveraging Graph Neural Networks, in the finetuning stage. Overall,
the above methods hold promise as they permit introducing struc-
tural semantics while allowing the re-utilization of the knowledge
presented in these models. Unfortunately, these methods rely on
parsers that are available only for resource-rich languages like Eng-
lish, and hence adapting these methods to other languages would
be challenging.

VGCN-BERT [29] incorporates information from a vocabulary
co-occurrence graph into a pretrained BERT model. The scheme
encodes the graph information by applying Graph Convolutional
Neural Network to generate graph embeddings. These representa-
tions are then added to the pretrained BERT embeddings, which are
then subjected to the transformer block’s expensive self-attention
scheme. The authors claim that this scheme, in spite of it being
computationally expensive, gives consistent improvements in the
downstream task of sentiment analysis. Similarly, recent meth-
ods [46, 47] encode corpus level co-occurrence information using
variants of GNNs to boost the performance on downstream tasks
like sentiment analysis. The overall theme from the above methods
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Figure 1: Snapshot of a Distributional Thesaurus (Hindi).

concurs with the notion that word co-occurrence information or
word similarity information enriches the LM representations.

2.2 Graph Neural Networks
Leveraging traditional machine learning techniques on graphs is a
challenging task due to its arbitrary and highly complex structure.
Thereby, well-established neural models like RNNs or CNNs would
struggle to generalize on these sparse structures. To tackle this
challenge, Graph Neural Networks (GNN) were introduced that
aim at learning features on a graph G = (V, E). These algorithms
take the following as input:

(1) A feature description 𝑥𝑖 for every node i; summarized in a
N × D feature matrix X, where N is the number of nodes and
D is the number of input features.

(2) A representative description of the graph structure in a ma-
trix form, which is typically presented in the form of an
adjacency matrix A.

The GNN network is expected to produce a node-level output Z:
an N × F feature matrix where F is the number of output features
per node. Thereby, every GNN network layer can then be written
as a non-linear function:

X′ = 𝑓 (X,A) (1)
From these node-level representations, a graph-level output can

be computed by applying a pooling operation. Please refer to the
recent survey by Wu et al. [42] for the recent advancements in
GNNs. We further elaborate on the GNNs leveraged by us in our
work in Sections 3.2.1 and 3.2.2.

3 METHODOLOGY
The core of our methodology relies on fusing information from a
Distributional Thesaurus (DT) with the transformer architecture.
Therefore, we first discuss the details of a DT and the data sources
used to compute it in different languages.

3.1 Distributional Thesaurus
In this work, following the definition by Biemann and Riedl [5],
a Distributional Thesaurus (DT) is a semantic count-based simi-
larity graph constructed by relying on the distributional hypothe-
sis [13, 15]. The nodes of this graph are words and the edge weight

Figure 2: t-SNE plot of DeepWalk embeddings computed from
Hindi DT. We can see, for a target word ‘Ox’ the semantically
related words (co-hyponymys, hypernyms) are closer to it;
on the other hand random unrelated words are far apart in
the embedding space.

between a pair of nodes corresponds to the count of common sig-
nificant contexts between them. Earlier, the computation of these
sparse count-based models used to be inefficient, however, in this
era of high-speed processors and storage, attempts are being made
to streamline the computation with ease. Riedl and Biemann [34]
introduce a highly scalable approach for computing distributional
thesauri by incorporating pruning techniques and by leveraging
a distributed computation framework. Here, the authors compute
Lexicographer’s Mutual Information (LMI) [23] for each bigram
which thereby gives a measure of the collocational strength of
the bigram. Each bigram is thereafter broken into a word and a
feature where the feature consists of the bigram relation and the
related word. Later, the top 1000 ranked features for each word are
considered and for each word pair, an intersection of their corre-
sponding feature set is obtained. The word pairs having their count
of overlapping features above a certain threshold are retained in
the network. A sample snapshot of a subset of the DT computed
on a Hindi corpus [14, 25], comprising of text obtained by crawl-
ing newspapers, generic web pages, and Wikipedia, is shown in
Figure 1.

Recent work of Jana and Goyal [18] has confirmed that the in-
formation present in the DT complements the knowledge encoded
in the traditional static word embeddings like GloVe [31]. To sub-
stantiate this claim, the authors first convert the sparse DT graph
structure into dense vector representations by applying network
embedding algorithms [32]. Later, the DT embeddings are fused
with the conventional embeddings in their analysis. Experiments
on downstream tasks, like word similarity and relatedness, confirm
that the fused representations encode more semantics than the
conventional embeddings.

Furthermore, the authors of [20] state that embeddings obtained
from aDT, by applying standard network embedding algorithms [32],
encodes lexical-semantic properties like hypernymy, co-hyponymy,
and meronymy. Complementing the encouraging quantitative re-
sults, the authors also qualitatively investigate the clustering pat-
tern noticed in the vector space. Figure 2 presents the t-Distributed
Stochastic Neighbour (t-SNE) [37] plot of the DeepWalk network
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embedding [32] computed on the Hindi DT. Qualitative analysis
of Figure 2 reveals that the tokens that are co-hyponyms of the
target word are closer than the words with the hypernym relation,
while the words without any meaningful relationship reside far
away from it. Additionally, the analysis performed by Jana and
Goyal [19] reveals that quantifiable cohesion indicating network
properties, including shortest path length, can discriminate lexical
relations between word pairs.

The publicly available English and German DTs used in our ex-
periments are taken from the JoBimText Visualizer framework [4].
The DTs of the Indian languages, namely Hindi and Bengali, have
been provided by Kumar et al. [25]. In this work, the authors
leverage the Leipzig Corpora Collection [14], which comprises of
texts collected from crawling newspapers, generic webpages, and
Wikipedia, to prepare both the DTs. Finally, the recently released
Amharic DT [45], computed on a text source including news articles,
tweets, and YouTube comments, is utilized in our framework for
the experiments on the Amharic datasets. In our experiments, the
large English DT is pruned and only the noun tokens are retained.
For the other languages, all tokens are retained in our framework.

Next, our goal is to prepare contextual representation by incor-
porating Distributional Thesaurus information via Graph Neural
Network on top of the Transformer architecture.

3.2 Application of Graph Neural Network
The input sentence is first encoded using a pretrained transformer-
based encoder. This generates a sentence level representation, CLS
embedding, and subword representations for the given input se-
quence. As the semantics conveyed by the DT operates at a word-
level construct, the subword level information is appropriately
mean-pooled into its word-level concept [44]. At this phase, a graph
𝐺 = (𝑉 , 𝐸) is induced, where𝑉 and 𝐸 are the node-set and edge-set
of the graph respectively. Formally,𝑉 is the words seen in the input
sentence while 𝐸 = {(𝑢,𝑤, 𝑣) |𝑢 ∈ 𝑉 , 𝑣 ∈ 𝑉 ,𝑤 = 𝑒−𝑝𝑎𝑡ℎ𝑙𝑒𝑛𝑔𝑡ℎ (𝑢,𝑣) }.
Here, the undirected edges introduce the lexical properties by mod-
eling the unweighted shortest path length information in an expo-
nentially decaying function. As discussed in prior work, the shortest
path length in a DT is a cohesion-indicating property, which is ca-
pable of discriminating lexical-semantic relations between words.
Over this induced graph, a Graph Neural Network (GNN) is applied,
which further contextualizes the representations while incorpo-
rating the lexical semantics knowledge from the DT. In the case
of sentence pair tasks, following [44], the sentences are jointly
encoded in the transformer-based model and the GNN operates
on the two sentences independently. Furthermore, a biaffine [44]
graph attention is employed to model the relationship between the
sentences. The vanilla architecture, for single sentence tasks, is pre-
sented in Figure 3. In our investigation, we attempt the following
two GNN approaches.

3.2.1 Graph Convolutional Network (GCN). Graph Convolutional
Network (GCN) [24] proposes the idea of aggregating both the
self features and the neighbor’s features of a node. Using this idea,
Equation 1 can be formulated as follows:

X′ = D̂−1/2ÂD̂−1/2XΘ (2)

Figure 3: Our proposed architecture: Graph Neural Network
on top of a pretrained transformer model.

Here, Â = A + I denotes the adjacency matrix with inserted
self-loops and D̂𝑖𝑖 = Σ 𝑗=0Â𝑖 𝑗 is its diagonal degree matrix. In equa-
tions 2 and 3, Θ represents the trainable parameters. Its node-wise
formulation can be given by:

x′𝑖 = Θ
∑︁

𝑗 ∈N(𝑖)∪{𝑖 }

𝑒 𝑗,𝑖√︃
𝑑 𝑗𝑑𝑖

x𝑗 (3)

In the above equation, 𝑑𝑖 = 1 + Σ 𝑗 ∈N(𝑖)𝑒 𝑗,𝑖 where 𝑒 𝑗,𝑖 denotes
the edge weight from the source node 𝑗 to target node 𝑖 .

3.2.2 Local Extrema Convolution (LEConv). Local Extrema Con-
volution (LEConv) [33] presents a graph convolution method that
is capable of capturing local extremum information. This graph
convolution operator finds the importance of nodes using the dif-
ference operator. The node-wise update formulation is given by the
following equation:

x′𝑖 = x · Θ1 +
∑︁

𝑗 ∈N(𝑖)
𝑒 𝑗,𝑖 · (Θ2x𝑖 − Θ3x𝑗 ) (4)

In the above equation, 𝑒 𝑗,𝑖 denotes the edge weight from the
source node 𝑗 to target node 𝑖 and Θ1, Θ2, and Θ3 represent the
trainable parameters.

Thus, the node/word embeddings are obtained after the GNN
fuses the lexical semantics knowledge from the DT with the con-
textual structural information from the pretrained transformer. For
sentence-level NLU tasks, the mean pooled node representation
from the GNN is concatenated with the CLS embedding and there-
after used in feedforward networks, as done in prior works [10, 27],
for the downstream task of interest. After obtaining the contextual-
ized representation by our proposed architecture we evaluate those
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Table 1: Statistics of datasets used in our experiments.

Code Dataset train/test

en
SST-2 67349/872
STS-B 5749/1500
MRPC 3668/408

de GermEval T1 5009/3532
GermEval T2 5009/3532

hi

Product Reviews 4182/523
MIDAS Discourse 7934/991

WNLI 635/71
Amrita S1 2500/900

bn BEmoC 4994/625
Sentiment Analysis 6889/1532

am ASAB All 7511/939
ASAB Cleaned 6885/861

using several tasks for different languages. The datasets used in the
evaluation of our method are discussed in the following section.

4 DATASETS
Considering the flexibility presented in the method presented in
Section 3, we evaluate our framework on a wide variety of tasks
using datasets from typologically diverse languages. The proposed
approach is first validated in English over the GLUE NLU bench-
mark [40]. Followed by this preliminary analysis, we further evalu-
ate the proposed approach on other languages like German, Hindi,
Bengali, and Amharic. The languages that we consider in this study
have various amounts of resources and this would help us under-
stand the versatility of the knowledge leveraged from the DT. The
details of the used datasets are described below. Following Wu
et al. [44], the English models are evaluated over the dev splits
provided in the GLUE benchmark. For the other languages, the
official train/test split has been used in our experiments. The
statistics of the datasets used are presented in Table 1.
English (en) datasets:

• SST-2: The Stanford Sentiment Treebank [35] comprises
sentences that have been collected from movie reviews and
human annotations of their sentiment. This dataset presents
the task of predicting the sentiment of a given sentence.
Following [40], we use the two-way class (positive/negative)
split and use only sentence-level labels.

• STS-B: The well-studied Semantic Textual Similarity Bench-
mark [6] presents sentence pairs that have been collected
from news headlines, video and image captions, and natural
language inference data, each with a human-annotated simi-
larity score from 1 to 5. This dataset presents the regression
task of estimating the human-annotated score.

• MRPC: The Microsoft Research Paraphrase Corpus [12]
presents sentence pairs that have been automatically been
extracted from online news sources along with human an-
notations which indicates whether the sentences in the pair
are semantically equivalent.

German (de) datasets:
• GermEval T1: The GermEval Task 1 dataset [41] presents
the coarse-grained binary classification task of deciding if
the given tweet includes some form of offensive language.

• GermEval T2: The GermEval Task 2 dataset [41] presents
the fine-grainedmulti-class classification task of categorizing
the given tweet into ‘profanity’, ‘insult’, ‘abuse’, and ‘other’
based on the conveyed intent.

Hindi (hi) datasets:
• Product Reviews: The publicly available Product Sentiment
Analysis dataset [1] presents the sentiment analysis task as
a three-way classification challenge.

• MIDAS Discourse: The MIDAS Hindi Discourse Analysis
dataset [11] presents the task of classifying sentences into
one of the following discourse categories: ‘argumentative’,
‘descriptive’, ‘dialogic’, ‘informative’, and ‘narrative’.

• WNLI: The Winograd NLI dataset [26] consists of pairs of
sentences wherein the second sentence is constructed from
the first sentence by replacing an ambiguous pronoun with
a possible referent within the sentence.

• Amrita S1: The Amrita Paraphrase Subtask 1 dataset [2]
presents sentence pairs and the task is to classify them as
Paraphrases (P) or Not Paraphrases (NP).

Bengali (bn) datasets:
• BEmoC: The Bengali Emotion Corpus [9] presents texts
along with human annotations of one of the six basic emo-
tions: ‘anger’, ‘fear’, ‘disgust’, ‘sadness’, and ‘surprise’.

• Sentiment Analysis: This dataset [22] presents the senti-
ment analysis task where the given input sentence has to be
classified between two classes.

Amharic (am) datasets:
• ASAB All: The ASAB dataset [45] presents the sentiment
analysis challenge on tweets. The dataset comprises tweets
with their corresponding human-annotated sentiment label.
In this variant of the dataset, the task is to classify the given
tweet into ‘positive’, ‘negative’, ‘neutral’, and ‘mixed’.

• ASAB Cleaned: This dataset [45] presents the sentiment
analysis task, like in ASAB All dataset, as a 3-way classifica-
tion challenge into ‘positive’, ‘negative’, and ‘neutral’.

5 EXPERIMENTAL RESULTS AND ANALYSIS
The performed experiments intend to investigate the impact of the
prior knowledge conveyed through the induced graphs from the
DT. As discussed in Section 3, the proposed flexible framework
allows us to encode the information from the DT using various
GNNs. In our experiments, we investigate the performance of our
framework using two different GNN algorithms namely GCN [24]
and LEConv [33]. The operations utilized in the proposed scheme
are differentiable and hence the complete model can be optimized
in an end-to-end manner while further finetuning the pretrained
transformer encoder. Tasks with regression objectives are trained
using Mean Squared Error while tasks with classification objectives
are trained using Cross-Entropy Loss.

As presented in Section 3, our framework leverages a GNN
module over the output of a pretrained transformer model. The
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Table 2: Results of proposed models on English datasets. For
SST-2 and MRPC, we report accuracy while for STS-B, we
report Pearson correlation. For all these measures we report
mean and standard deviation over 5 independent runs.

Model SST-2 STS-B MRPC

BERT 91.01 ± 1.04 89.00 ± 0.29 87.16 ± 0.64
+ GCN 91.54 ± 0.75 88.45 ± 0.37 86.57 ± 1.23

+ LEConv 91.15 ± 0.55 87.51 ± 0.18 86.57 ± 0.74

RoBERTa 90.48 ± 0.57 90.12 ± 0.28 89.31 ± 0.62
+ GCN 90.71 ± 0.71 90.20 ± 0.32 89.75 ± 0.44

+ LEConv 90.99 ± 0.54 89.69 ± 0.31 88.82 ± 0.99

Table 3: Results of proposed models on German datasets. For
both these tasks, we report macro F1 (mean and standard
deviation over 5 independent runs).

Model Germeval T1 Germeval T2

mBERT 72.17 ± 0.63 42.00 ± 0.61
+ GCN 71.95 ± 0.35 41.53 ± 0.75

+ LEConv 72.59 ± 0.66 42.92 ± 0.72

XLM-R 72.80 ± 3.82 44.08 ± 1.87
+ GCN 75.40 ± 0.53 45.30 ± 0.29

+ LEConv 75.95 ± 0.85 45.71 ± 0.27

GNN module comprises two GNN layers which further contex-
tualizes the semantic information with the DT knowledge. After
each graph convolution operation, a non-linear ReLU [30] activa-
tion is applied followed by a dropout. The entire model is trained
in an end-to-end manner using the AdamW [28] optimizer. On
the other hand, as done in prior works [8, 10, 21, 27], the baseline
transformer-based representations are adapted to the downstream
task of interest by finetuning them based on the sentence repre-
sentation (CLS embedding). In our experiments on tasks in Eng-
lish, we use bert-base-uncased as BERT and roberta-base as
RoBERTa. For the tasks in other languages, based on the availability
of the models, we leverage bert-base-multilingual-cased and
xlm-roberta-base as mBERT and XLM-R respectively. In all our
experiments, we run the models across 5 seeds and report the mean
performance of the independent runs.

We first validate our framework on tasks from the English GLUE
benchmark. Following prior work [44], we evaluated the effec-
tiveness of our framework by comparing it against the vanilla
transformer representations obtained from BERT and RoBERTa.
As discussed in Section 4, we follow [44] and only report develop-
ment set results due to restricted access to the GLUE test set. From
Table 2, it is clear the proposed framework presents comparable
results to the baseline transformer models with improvements of
up to 0.5% in the respective measure.

Based on the encouraging results noticed in English, we further
evaluate our framework on German. The size of the German data
used to pre-train mBERT is less than half of the English corpus size
used to pre-train the same [43]. From Table 3 it is evident that the
knowledge from the DT consistently assists in the performance of

Table 4: Results of proposed models on Bengali datasets. For
both these tasks, we report accuracy (mean and standard
deviation over 5 independent runs).

Model BEmoC Sentiment Analysis

mBERT 55.17 ± 2.44 70.74 ± 1.38
+ GCN 57.15 ± 1.54 70.37 ± 1.09

+ LEConv 56.86 ± 1.02 69.92 ± 0.78

XLM-R 65.86 ± 1.54 72.94 ± 2.49
+ GCN 68.00 ± 1.06 73.81 ± 1.53

+ LEConv 67.90 ± 0.86 71.24 ± 1.01

the model. On both the GermEval tasks, our framework gives abso-
lute performance gains of up to 3.15% in macro F1 scores. Thereby,
this validates that our framework provides a viable approach to
efficiently enrich existing transformer embeddings.

We further extend our experiments to popular Indian languages
namely Hindi and Bengali. The corpus size used to pre-train the rep-
resentations of these Indian languages accounts for less than 2% of
data as compared to English. Recent work in the domain of contex-
tual representations for Indian languages includes IndicBERT [21].
This presents an ALBERT model, which has been pretrained exclu-
sively on Indian languages. Here [21] the authors attempt to boost
the performance on the IndicGLUE tasks [21] by collecting addi-
tional data and by resorting to the expensive process of pre-training.
On the other hand, our framework presents a viable alternative
as it incorporates the semantic knowledge from the DT during
the cheap and easy fine-tuning stage. Results presented in Table 5
show that our framework achieves state-of-the-art performance
on the Hindi benchmark tasks with improvements of up to 2.33%.
Similarly, we notice consistent improvements in Bengali tasks with
improvements of up to 2.14%. The results for the Bengali language
are presented in Table 4.

Next, we apply our framework to Amharic datasets. Unlike the
other languages that we have analyzed, Amharic is covered only
in XLM-R model as it is extremely low on resources. Despite the
challenge in scarcity of resources, Table 6 shows that our proposed
framework can give consistent improvements in the downstream
task of sentiment analysis. We observe an absolute improvement of
up to 4.54% in ‘ASAB All’ task and over 6% in ‘ASAB Cleaned’ task.

The exhaustive experiments performed by us confirm that our
framework gives consistent improvements across typologically
diverse languages. Furthermore, the performance gains noticed
from our efficient framework relatively increase as we move from
high-resource to low-resource languages. As DTs can be built from
a corpus without any human intervention or expertise, we now
have an alternative to enrich the transformer models instead of
using manually built external sources.

6 CONCLUSION
In this work, we have proposed a method to utilize Distributional
Thesaurus information through Graph Neural Networks to en-
rich the performance of transformer-based language models like
BERT and RoBERTa. We show that the proposed approach produces
comparable performance on a resource-rich language like English,
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Table 5: Results of proposed models on Hindi datasets. For all these tasks, we report accuracy (mean and standard deviation
over 5 independent runs).

Model Product Reviews WNLI MIDAS Discourse Amrita S1

mBERT* 74.57 56.34 71.20 93.81
XLM-R* 78.97 55.87 79.94 93.02

IndicBERT* 71.32 56.24 78.44 93.75

mBERT 74.76 ± 0.38 56.34 ± 0.00 79.90 ± 0.58 92.51 ± 0.49
+ GCN 73.80 ± 0.52 56.34 ± 0.00 79.98 ± 0.52 92.76 ± 0.25

+ LEConv 74.38 ± 0.59 57.18 ± 1.61 79.37 ± 0.39 92.47 ± 0.56

XLM-R 77.90 ± 5.71 56.34 ± 0.00 80.65 ± 0.57 92.71 ± 0.54
+ GCN 81.03 ± 0.58 56.90 ± 0.77 81.07 ± 0.75 92.64 ± 0.31

+ LEConv 80.61 ± 0.77 55.77 ± 1.61 80.97 ± 0.66 93.42 ± 0.25
* These results have been collected from the IndicGLUE benchmark [21].

Table 6: Results of proposed models on Amharic datasets.
For both these tasks, we report accuracy (mean and standard
deviation over 5 independent runs).

Model ASAB All ASAB Cleaned

XLM-R 48.71 ± 2.48 51.92 ± 0
+ GCN 50.91 ± 3.04 57.68 ± 3.33

+ LEConv 53.25 ± 0.87 57.93 ± 1.09

whereas it consistently improves the performance of mBERT and
XLM-R by a significant margin for medium-resource languages
like German and low-resource languages like Hindi, Bengali, and
Amharic. This study shows a promising alternative direction to
improve the pretrained transformer models’ performance on low-
resource languages without re-training the transformer on large
corpora. The experiments performed confirm that consistent per-
formance gains can be obtained by relying on existing publicly
available DTs. In the future, we aim to extend this work to more
languages and to experiment with other transformer-based models.
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