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Abstract
Due to the increasing digitalisation multi-label
classification gains in importance in many ar-
eas. In this paper we propose a method to clas-
sify blurbs into eight basic book genre using an
ensemble of classifier chains composed of ra-
dial support vector machines using word em-
beddings and author information as features.
Five models were tested using different imple-
mentations and features, as well as different
numbers of chains. The best model reached
a performance of a micro average F1 of 0.841.

1 Introduction

The increasing digitalisation often requires the in-
tegration of data and print media. In most cases,
the first step is the classification of the datasets,
or more specifically the documents, into a taxon-
omy, for example in order to assign these to differ-
ent fields. For instance, before a bank approves a
credit request, all the information given by the ap-
plicant has to be assigned to different categories to
assess whether all required documents have been
handed in or, when necessary, to inform the re-
sponsible official. Additional applications might
be in forensics to classify evidential documents or
in the library system. For the latter, the task is
to sort the books into a thematic library taxonomy
based on the short summary given on the back of
a book’s cover (blurbs). The difficulty, compared
to a simple classification task, is the multinomially
mapping of the books to the labels in a taxonomy,
meaning each book can be assigned to more than
one category which can belong to different taxon-
omy levels (Remus et al., 2019).

The GermEval 2019 shared task addresses this
task for the German language with two subtasks,
whereas the second one focuses on the different
taxonomy levels. The data consists of blurbs of
German books, which are provided by the pub-
lisher Random House. These blurbs and several

meta information for instance the title and author
have to be categorized into the most common writ-
ing genres and subgenres of German literature.
For the first task these are only the taxonomy en-
tries of the first level, namely: Literatur & Un-
terhaltung, Ratgeber, Kinderbuch & Jugendbuch,
Sachbuch, Ganzheitliches Bewusstsein, Glaube &
Ethik, Künste, and Architektur & Garten. In this
paper an approach based on chained SVM models
is presented and tested for the first task. The paper
is organized as follows: First, some related work is
presented in Section 2. Then an overview is given
of the data and the methods in Sections 3 and 4.
The results are presented in Section 5 before we
conclude with Section 6.

2 Related Work

In the last two decades a lot of research has been
conducted in the field of multi-label text classifi-
cation whereas over time research has focused on
several approaches. The most obvious approach
is to adapt classifiers, such as kNN (Zhang and
Zhou, 2005) or neural networks, to the multi-label
task. Yet, typically, such classifiers have some
shortcomings such as a high algorithmic complex-
ity, which may lead to high computational costs.
Another possibility is the transformation of the
problem into several binary classification prob-
lems, also known as binary relevance approach. In
this case two approaches exist. The one-versus-
all approach trains one binary classifier per label
and the all-versus-all one for each possible label
combination. While the complexity of the one-
versus-all approach grows linearly, the complexity
of the all-versus-all approach increases approxi-
mately quadratically. However, the disadvantage
of the one-versus-all approach is that it does not
consider possible label correlations. One way to
address this problem is to build a final classifier



with two stages. In the first stage each docu-
ments is classified using the binary classifier and
then, in the second stage, the decisions are added
to the input vector before the classifier is trained
again, so that, in fact, the classifiers do not work
independently anymore (Godbole and Sarawagi,
2004). Based on the aforementioned paper Read
et al. (2009; 2011) developed classifier chains and
subsequently ensembles of them which address
the problem that different classifier orders result
in different decisions.

Another important part is the representation of
the documents. Usually, they are modelled as a
term frequency vector (bag of words) in a Vec-
tor Space as described in Salton et al. (1975), yet,
the resulting document vectors are high dimen-
sional and sparse. Subsequently, vectors repre-
senting words and their relations in low dimen-
sional space can be used as introduced in Mikolov
et al. (2013a). Additionally, methods like Global
Vectors (Pennington et al., 2014) and FastText
(Joulin et al., 2017) were developed but with these
approaches alone complete texts cannot be rep-
resented as low dimensional vectors. Addressing
this problem Mikolov et al. (2013b) described that
the addition of this word vectors produces mean-
ingful results. Furthermore Yin and Jin (2015) hy-
pothesize that the sum of word vectors of all words
in a document results in a meaningful document
vector. Although they apply the idea only to skip
gram models Chilakapati (2018) generalized this
to all word embeddings.

3 Data

The data used in this paper was provided by the or-
ganizers of the first task for the GermEval2019 and
consisted of blurbs from 20,784 books from the
publisher Random House. The models described
in this paper were trained on the training set con-
taining 14,548 blurbs and evaluated with the vali-
dation set (2079 blurbs). For the submitted model
both, the training set as well as the validation data
set, were used.

Each document consists of title, blurb, author,
URL, ISBN, release date and associated labels. As
can be seen in Table 1 the dataset is unbalanced
with the category Literatur & Unterhaltung with
the largest amount of books having 7817 books
compared to 128 in the category Architektur &
Garten.

Furthermore, some anomalies could be ob-

served while exploratively analysing the data,
which, however, only concerned about one percent
of the data. For example, for some books no au-
thors were available, while for others the blurbs
were missing. In the second case, the data sam-
ples would have a null vector as a document vector
and, consequently, would not have been assigned
to a category. However, as additional author infor-
mation was used as one feature some documents
with a missing body were simply assigned to the
author’s genre. Books with no author information
were handled in the same way as those books for
which no information was available in the created
author database (see Section 4.3).

Additionally, a few special books were found in
the dataset. Their ISBN starts with a four, whereas
usually the ISBN begins with the digit nine. Af-
ter a short overall inspection concerning these ob-
jects, it was discovered that a few so called fan
products were placed in the data set. The first
idea was to delete them, but because of an exist-
ing body, it was decided to keep them. In fact,
it turned out that most of them were assigned to
the correct genre. Another problem was that the
category Ratgeber has no equivalent category on
www.randomhouse.de. This problem could
not be solved. As a result the category Ratgeber
was not taken into account for the additional fea-
ture based on the writing genre of the authors.

Genre # blurbs

Literatur & Unterhaltung 7817
Sachbuch 2201
Kinderbuch & Jugendbuch 1987
Ratgeber 1862
Ganzheitliches Bewusstsein 803
Glaube & Ethik 598
Künste 146
Architektur & Garten 128

Table 1: Number of blurbs in each genre.

4 Methods

To solve the given classification task, an ensemble
classifier chain as described by Read et al. (2009;
2011) was used. Global Vector as well as Fast-
Text representations of the texts combined with
the information in which genre the respective au-
thor mostly publishes their work were considered
as features. Due to the unbalanced nature of the

www.randomhouse.de


data the micro average F1-measure was used as
the main evaluation criterion.

4.1 Encoding multi-class labels
For this task each possible category combination a
book can belong to is encoded in one single num-
ber in order to handle these multi label categories
easier. Hence, the category vector is considered as
a bit pattern of the size eight. Each position in this
pattern is related to one genre, as shown in Table 2.

Encoding Genre

1 Literatur & Unterhaltung
2 Sachbuch
4 Kinderbuch & Jugendbuch
8 Ratgeber
16 Ganzheitliches Bewusstsein
32 Glaube & Ethik
64 Künste
128 Architektur & Garten

Table 2: Encoding for each genre.

Consequently, multi-label categories can be
represented by adding up those bit values, so ev-
ery combination has its own unique number. For
example, if a document was classified as Literatur
& Unterhaltung and Glaube & Ethik at the same
time, the binary code would be 00100001 (in dec-
imal: 1 + 32 = 33). Therefore, its (multi label)
category would be 33.

4.2 Preprocessing
As the data was provided by the organizers in an
XML format, in a first step, it was converted into
CSV data sets. Then, the data was filtered in or-
der to get rid of the fine-grained categories. Fur-
thermore, all columns except of title, author and
body were removed. Afterwards, the blurbs con-
tained in the body were tokenized into words and
normalized. This included the conversion to lower
case as well as lemmatizing and POS tagging us-
ing TreeTagger (Schmid, 1994). For further pro-
cess steps only adjectives, nouns, verbs and ad-
verbs were used.

4.3 Feature modelling
Vectorization
Next, the blurbs were vectorized, by converting
each blurb into a low dimensional document vec-
tor. To do so, a pre-trained Global Vector (GloVe)

with 300 dimensional word vectors based on a
bag of words (BOW) containing a corpus with
about 850,000 words of the German Wikipedia
was downloaded from Pietsch et al. (2018). In or-
der to create low dimensional and non-sparse doc-
ument vectors the method described in Yin and
Jin (2015) was used. The authors show that tak-
ing word vectors into account leads to more mean-
ingful results which is basically the idea of word
embeddings.

Subsequently, each document representation is
simply the sum of these vectors weighted by the
term frequency of the respective word, as show in
Equation 1, were n is the number of words in the
corpus, tj is the frequency of each word wi in the
specific document, and vj represents the word vec-
tor of each word wi.

~d∗i =
n∑

j=1

(tj · vj) (1)

For comparison, we built a new 230 di-
mensional FastText model (continues bag of
words), which was trained on about 29,000
blurbs, consisting of the blurbs in the provided
data and additional blurbs crawled from www.
randomhouse.de.

At the end, the document vectors were standard-
ized to the euclidean length 1.

Including author information
As mentioned above, information about the au-
thor was included as an additional feature. The
necessary information was crawled from the pub-
lisher’s website www.randomhouse.de. More
precisely, information about 15,717 authors was
crawled to find out how many books an author
wrote in each of the eight categories. Then, this
information was transformed into one vector a for
each author containing eight elements a1, ..., a8,
one for each category, each including the publish-
ing frequency of the author in this category. As al-
ready discussed before, no information was avail-
able for the category Ratgeber. Further, each vec-
tor was normalized in order to get comparable re-
sults as well as weighted to achieve higher values
if the author is very active as shown in Equation 2.

a′i =
ai∑n
j=1 aj

log(ai + 1) (2)

Finally, the author vector was appended to the
document vector to include it in the model.

www.randomhouse.de
www.randomhouse.de
www.randomhouse.de


4.4 Classifier Chains
Classifier chains are first described in Read et
al. (2009) and consist of several binary classi-
fiers linked together. It is a method which turns
a multi-label classification problem into n binary
ones, whereas n is the number of possible cate-
gories. In this specific case, there is one binary
classifier for each of the eight categories. The ad-
vantage of this method is that the classifiers do
not work independently, but take into account the
other classifiers’ results. Thereby, correlations be-
tween the labels will have an influence on the final
result. This is especially valid if there exist in-
terdependencies between categories as is the case
in highly branched taxonomies. Even though this
is obviously not the case for the coarse classifica-
tion task, it can not be completely excluded and
it is definitely relevant for the fine-grained classi-
fication task (classification including subgenres).
The models in this paper use these classifier chains
as described in Read et al. (2009; 2011) and an
overview is given in Figure 1.

The input for the classifier chain is a document’s
feature vector ~f containing the word features wi

from the document vector ~d∗i and the author fea-
tures a1, ..., a8. In a specified order each bi-
nary classifier predicts one category and forwards
[~f, ci] as an extended document vector, whereas ci
is the predicted result of this classifier. The addi-
tional dimensions represent the multi-label classi-
fication of the document.

Classifier 1

(𝑤1, … , 𝑤𝑛, 𝑎1, … , 𝑎8)

𝟏/𝟎 (𝑤1, … , 𝑤𝑛, 𝑎1, … , 𝑎8, 𝒄𝟏)
Category 1

Classifier 2 𝟏/𝟎 (𝑤1, … , 𝑤𝑛, 𝑎1, … , 𝑎8, 𝑐1, 𝒄𝟐)
Category 2

Classifier 2

Classifier 8 𝟏/𝟎 (𝑤1, … , 𝑤𝑛, 𝑎1, … , 𝑎8, 𝑐1, … , 𝒄𝟖)
Category 8

Classifier 2…

Figure 1: Structure of a classifier chain. The input for
the chain is a document vector consisting of word fea-
tures wi and author features ai. Each linked classifier
adds its decision as feature ci to that vector. The result-
ing vector serves as the input for the next classifier.

Basically, the order of the classifiers in the chain
can be chosen arbitrarily or randomly. If there is
an inherent order between categories then this or-
der should be resembled in the order of the classi-

fiers. As already described there is no such inher-
ent order in the coarse classification task. There-
fore, a random order was chosen. Any hidden de-
pendencies can be considered by classifying re-
peatedly in different orders as described in Sec-
tion 4.5.

The binary classifiers represent the core of a
classifier chain. For the used models a Support
Vector Machine with a one-versus-all technique
was chosen because it works well with high di-
mensional vectors. The Support Vector Machine
finds the optimal hyper-plane in the feature space
in order to separate the categories and then classi-
fies new vectors by mapping them into the feature
space (Lee et al., 2011).

In this study, two different implementations of
Support Vector Machines were tested. Both were
used with an Radial Basis Function kernel which
maps the vectors in a non linear way into the fea-
ture space. Therefore, it can handle non linear cor-
relations between the features. Additionally, the
classes were weighted because the dataset is very
unbalanced (Hsu et al., 2016).

Both implementations differ in the way to train
the Support Vector Machine. Using LibSVM
(SVM-C) (Chang and Lin, 2001) requires the user
to set the parameters C and γ manually. In this
study the standard parameters C = 1 and γ =
1/|~f | were chosen. In contrast, the caret package
(version 6.0-84) for R implements a radial Support
Vector Machine that tries to optimize its parame-
ters using a given number (in this case 20) of ran-
domly chosen parameter sets (Kuhn, 2019).

4.5 Ensemble Classifier Chains

The ensemble classifier chains are a method to
overcome limitations of classifier chains and to
improve their performance. As mentioned be-
fore, the performance of a classifier chain may de-
pend on the order of the single classifiers and may
lead to different results. In a learning ensemble
this problem is minimized by grouping together
a number of classifier chains each with a differ-
ent order. It was used as described in Read et
al. (2009; 2011).

Subsequently, a function is needed to determine
the number of chains that need to come to the same
voting in order to determine the overall category
for a given document. Read et al. (2011) suggest to
use the method by Tsoumakas and Katakis (2007)
to calculate a threshold value as a lower bound



for the number of chains that need to be in agree-
ment. In more detail, they use the label cardinality
LCard which is the average number of labels L
per document over all categories (see Equation 3),
whereas Li,j is the label assigned to the i-th docu-
ment for the j-th category.

LCARD =
1

N

N∑
i=1

|L|∑
j=1

Li,j (3)

The number of the voting classifier chains v that
minimizes the difference between the LCard of
the training set and the LCard of the test set is
considered to be the optimal number of of voters v̂
which have to be in agreement (see Equation 4).

v̂ = argmin
v
|LCardtrain − LCardtest| (4)

5 Experimental Results

The models used in the study were trained on
the training set containing 14,548 blurbs. For the
evaluation the provided validation set containing
2079 blurbs and the Python script was used (Aly
et al., 2019). The models were named accord-
ing to which method or feature was used. An
overview of the abbreviations is given in Table 3.
Each name thus consist of the SVM implementa-
tion used (L or C), the vectorization method (G or
F) and whether or not the author information was
used as an additional feature (A or nothing).

method/feature value abbrev.

SVM LibSVM / Caret L / C
vectorization GloVe / FastText G / F
author yes/no A

Table 3: Explanation of abbreviations for naming the
models.

5.1 Comparison of different Models
Overall, five different models were compared with
each other, whereas for each model 5 chains were
used to prevent anomalies of single chains. The
results can be found in Table 4. It can be seen that
the CGA-model has the best performance with an
F-score of 0.8291, as well as the best results for
precision and recall. Furthermore, it can be noted
that both models using FastText perform worse
than the models using GloVe. The reason could

be the vectorization method itself, yet, it should
also be considered that for GloVe pre-trained vec-
tors were used whereas FastText was trained on
the blurbs, a much smaller corpus.

Additionally, it can be seen that those models
containing the author information as a feature per-
form better than those not considering this infor-
mation. This can be easily explained. Most au-
thors wrote books in only one of the eight cat-
egories and correspondingly, about 93% of all
books only belong to a single category. Hence,
using the additional information can improve the
results.

Model Precision Recall F1

CFA 0.7758 0.7619 0.7688
CF 0.6515 0.6596 0.6555
CGA 0.8429 0.8157 0.8291
CG 0.7656 0.7794 0.7724
LG 0.7690 0.7955 0.7820

Table 4: Evaluation results for different models each
containing five chains.

5.2 Influence of the number of chains

The influence of the number of chains in an en-
semble classifier chain was analysed using the ex-
ample of the CG-model. The results are shown in
Table 5. It can be seen that the performance only
slightly increases with the number of chains and
that the best F1-score is reached with 10 chains.
However, the difference to the F1-score of one
chain is only minimal. The results confirm the
assumption that there is no clear interdependency
between the categories at the upper level.

# chains Precision Recall F1

1 0.8083 0.7395 0.7724
2 0.7756 0.7704 0.7730
3 0.7793 0.7614 0.7702
4 0.7743 0.7722 0.7732
5 0.7656 0.7794 0.7724
6 0.7748 0.7776 0.7762
7 0.7748 0.7776 0.7762
8 0.7796 0.7709 0.7752
9 0.7778 0.7785 0.7781
10 0.7802 0.7897 0.7849

Table 5: Performance of the CG model with different
numbers of chains.



Moreover, when a single chain is used, the dif-
ference between precision and recall is greater
than when more chains are used. This can be ex-
plained with the threshold value. That means, the
more chains need to be in agreement, the more
decreases the probability to assign a certain cate-
gory erroneously, but the more decreases the prob-
ability to assign that category generally. In other
words, the classifier chain is more conservative in
assigning a label. As a consequence less cate-
gories are predicted which leads to a higher pre-
cision but a lower recall.

5.3 Combination of different models
As was discussed in Section 5.1, the models dif-
fer in their performance depending on what fea-
tures are used. Hence, one idea was to combine
the two best performing models (CGA and LG) in
order to get better results. Thus, the models were
combined by using different numbers of chains
from each model. However, no further improve-
ment could be noticed. The best F1-scores are
still reached when only the CGA model is used.
This indicates that both models misclassify ap-
proximately the same books. Consequently, these
books cannot be classified correctly, even when
combining two models.

5.4 Performance of the different categories
In this section the performance of each category
is presented using the example of the CGA-model
containing 10 chains and using a minimal consen-
sus of four voters. This model is the one with the
best overall performance, reaching an F1-score of
0.841.

We found out that the categories (1, 2, 4, 8, 16,
32, 64, 128) perform very good if they occur as
the only category for a book (single label). The
category with the best results is category one (Lit-
eratur & Unterhaltung) with an F-score of 0.931,
whereas the category with the worst results is 16
(Ganzheitliches Bewusstsein) with an F-score of
0.625. The first category is also the category with
the most books in the corpus; about 50% of all
books. Thus, it is not surprising that this category
has the best classification results. It is also the rea-
son for the good overall performance of the model.
In contrast, the performance is much worse when
categories are combined (multi label). Then all F-
scores are below 0.3333 and most of them are even
0. In all those cases precision as well as recall are
very low. Nevertheless, it does not affect the over-

all performance much because it is evaluated us-
ing the micro average F-score and the multi label
classes only rarely appear (about 7%).

6 Conclusion

This paper deals with multi-label classification of
blurbs using ensembles of classifier chains. The
best result was achieved with an ensemble of 10
classifier chains, whereas for each classifier a Sup-
port Vector Machine with a radial kernel function
was used as well as a global vector representation
combined with the author information as one fea-
ture with an micro F1-score of 0.841. It was shown
that neither the number of chains nor the combi-
nation of different models had an important influ-
ence on the performance. Furthermore, the per-
formance of each category was analysed and the
results show that the best performing category is
Literatur und Unterhaltung, whereas the worst on
is Ganzheitliches Bewusstsein.
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