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Abstract

In an era where political discourse increasingly unfolds online - via social media
platforms and other digital channels - the capacity to automatically detect and pro-
cess argumentative language is becoming crucial. Argument Retrieval focuses on
automatically identifying relevant information with an emphasis on argumentative
discourse. Extending this concept, Perspective Argument Retrieval also incorporates
socio-demographic aspects into the retrieval process, addressing the need to mitigate
biases and prevent discrimination in automated analyses.

This thesis examines the use of large, general-purpose language models (LLMs)
for enhancing Perspective Argument Retrieval. The proposed approach operates in
a two-stage retrieval pipeline. In the first stage, conventional retrieval methods are
employed alongside dataset-specific techniques to extract top candidate arguments. The
subsequent reranking stage leverages LLMs with two seperate tasks. First, the aim
is to improve the overall relevance of retrieved arguments by focusing the reranking
on content relevance, before an approach employing LLMs in demographic-relevance
prediction is investigated. Finally, an integrated pipeline is explored that combines both
reranking aspects in the two-stage retrieval pipeline.

Within the research phase for this thesis, an initial version of the integrated approach
was submitted to the Perspective Argument Retrieval Shared Task 2024, where overall a
second place was achieved, which emphasizes the potential of the methods investigated.
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Introduction

When exchanging information about something, humans commonly use natural lan-
guage. In this case, communication consists of both proven facts and opinions, that are
subjective to people. An objective of Natural Language Processing (NLP) is to understand
this complex landscape of communication and to be able to learn from it. In this matter,
it is important to be able to distinguish subjective statements and opinions from facts
and to be able to differentiate all different existing opinions on a specific topic. These
information can be valuable to analyze social trends or to determine the needs of potential
customers. It is worth noting, that these are examples of areas, in which subjective
statements and opinions dominate public discourse, which makes the ability to extract
opinions even more valuable. The analysis of different perspectives and opinions is the
subject of Opinion Mining (also referred to as Sentiment Analysis) (Birjali et al., 2021).

To further understand why people have certain opinions or make specific statements,
considering the reasoning behind said opinions or statements is important. Arguments,
that might be used in order to ground an opinion or an attempt of persuasion, need
to be further investigated. According to (Wachsmuth et al., 2017), an argument can
be seen as a conclusion (claim) combined with one or multiple premises (reasons).
Automatic extraction of such arguments from one or multiple text documents is subject
of Argument Mining (Lawrence and Reed, 2019).

In the process of opinion forming the large quantity of opinions and attitudes with
according reasoning also remains an issue. In this regard it is sensible to regard a set
of well justified perspectives that match the specified topic. This yields several smaller
problems, the first one being the necessity to retrieve only the arguments that are
relevant to a specific topic from a larger corpus of arguments. Additionally, it entails the
need to distinguish convincing arguments from less convincing or faulty ones. To also
facilitate unbiased opinion forming and decision making, it can be sensible to consider
a diverse set of perspectives. Diversity in this case could indicate differences in terms
of reasoning or in terms of the initial claim and the stance towards a question or topic.
Furthermore, it can be reasonable to also analyze the person stating an opinion. For
instance, by identifying the demographic or socio-cultural background of a statements
author, it is possible to depict the perspectives and opinions of a specific demographic
or sociocultural group, or to draw an even more diverse set of arguments for decision
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making and opinion forming. These, among other challenges, are tackled in research
about Argument Retrieval (Bondarenko et al., 2022).

Due to the rise in capabilities of Large Language Models (LLMs) over the last few
years, many new possibilities in NLP have arisen. It has already been shown that LLMs
are able to contribute to excellent results on multiple different tasks from NLP research,
such as Information Extraction (Ma et al., 2023) or Machine Translation (Jiao et al.,
2023). In Argument Retrieval LLMs have also been utilized already to improve results
(Sun et al., 2023). In this scenario, LLMs are typically invoked to re-rank a smaller
subset of arguments, that has initially been retrieved from a large set of arguments
using sparse or dense retrieval (Luan et al., 2021). This two-step approach helps to
avoid large computational costs of inference with LLMs and also ensures the set of
arguments does not exceed the LLM’s context window.

The prediction of demographic features of a statement’s author is part of the research
on Author Profiling. Typical fields of use for Author Profiling are marketing and
advertising, where the prediction of a target group in an economic sense is the motivation
to do Author Profiling. Research in this area often focuses on social-media activities
(HaCohen-Kerner, 2022; Ouni et al., 2023). Less prominent in research is performing
Author Profiling for single arguments, specifically in relation to politics or society.
Regarding this, besides demographic features like age or gender, sociocultural aspects
like religious affiliation or political orientation are also interesting research targets,
as they enable to perform a differentiated analysis of public political opinions and
especially as they facilitate creating an overview over prominent goals and attitudes of
different demographic or social groups. Cardaioli et al. (2020) and David et al. (2016)
perform research on people’s political orientation based on social-media activity on
Twitter (now X) or Facebook.

Demographic and sociocultural features of political characters are the objects of
investigation in the Perspective Argument Retrieval shared task (Falk et al., 2024), which
was initiated in 2024 with the intention to examine the implicit knowledge contained
in LLMs about different perspectives and demographic backgrounds.

1.1 Research Questions

To successfully integrate Argument Retrieval and Perspective Retrieval with the use
of LLMs in a pipeline, several questions need to be answered. In the following, these
questions, that shall all be answered in this thesis, are explained in this section.

1.1.1 Research Question 1

The development in recent years has resulted in an at least two-step process as state-
of-the-art in Information Retrieval. During the first step, a small amount of relevant
documents is extracted from a relatively large corpus of documents using sparse or dense
retrieval. In the second step, the small set of extracted documents is then re-ranked
using a more effective but also more computationally expensive attention-based model
(Luan et al,, 2021) LLMs are trained on vast quantities of text data and thus obtain a lot
of implicit knowledge. A difference from smaller neural networks, which are trained or
fine-tuned on a specific task, is that ideally using this knowledge can be challenging.
Thus, the first research question, that shall be answered, is:
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How can LLMs be used to enhance the results of an argument retrieval process?

1.1.2 Research Question 2

On the subject of Author Profiling research is often focused on marketing-relevant
information, like identifying a target group for marketing or advertising measures.
Usually, these analyses are based on larger amounts of documents, that could for instance
result from a user’s social-media activity. Existing research on predicting political
orientation based on text documents is also mainly based on social-media activities.
Predicting demographic and sociocultural features from just a single given argument is
a task, that has barely been explored yet. The little information given in such a short
text document complicates predictions immensely.

The large amounts of data used to train LLMs raise the hopes that LLMs might
contain implicit knowledge, that can be useful to predict demographic or sociocul-
tural backgrounds.

Thus, the second research question is:

How can LLMs be used to implicitly predict the demographic or sociocultural perspective
of a text document?

1.1.3 Research Question 3

To achieve a good outcome in a practical scenario of perspective argument retrieval, it
is necessary to find a way to integrate retrieval methods in one pipeline.

Thus, the third research question is:

How can LLM predictions on argument relevance and perspective relevance effictively
be combined to retrieve relevant arguments for a given question or topic with additionally
given sociocultural or demographic aspects?

1.2 Thesis Overview

This chapter introduced the key research questions and set the stage for the thesis.
In the following chapters, Chapter 2 provides the necessary background information,
Chapter 3 reviews related work in the field, Chapter 4 explains the methodology used,
Chapter 5 presents the evaluation of the experiments, and Chapter 6 concludes the study
with a summary of findings and suggestions for future research.



Background

This section will introduce background knowledge to provide a foundation for the
reader to understand the technologies and methods described in the following chapters
of this thesis. Therefore, in the following the concepts of machine learning (ML) and
natural language processing (NLP) will be described. In this context, the NLP tasks of
information retrieval (IR), argument retrieval, and author profiling will be described and
large language models (LLMs) will be discussed. Following that will be a description
of the logistic regression as a statistical learning algorithm before finally different
evaluation metrics are explained.

2.1 Machine Learning

Machine Learning (ML) is a research area of computer science focusing on algorithms
that improve their performance through experience. Mitchell (1997) fittingly defines a
learning program: “A computer program is said to learn from experience E with respect
to some class of task T and performance measure P, if its performance at tasks in T, as
measured by P, improves with experience E”. In other words; ML models are trained to
perform a certain task using data (experience). The evaluation of an ML model then
mostly focuses on its ability to generalize from the learned data to new, unseen data.

In ML three core paradigms are distinguished, namely supervised learning, unsu-
pervised learning and reinforcement learning (Jordan and Mitchell, 2015). In supervised
learning, models learn from labeled data, where each training example consists of
one or multiple input features and the expected output feature or category. The goal
unsupervised learning on the other hand is the discovery of patterns or structures in
unlabeled data. In reinforcement learning a reward feedback system is used to train a
model. The idea is that the model is rewarded when reaching a desired state or achieving
a desirable goal so that it can learn, which actions lead to a desirable state by using a
trial-and-error principle with the aim to maximize the rewards (Bishop, 2007).

ML is comprised of a wide range of algorithms, including e.g. decision trees, linear
or logistic regression, or the k-nearest-neighbors algorithm. In recent years, neural
networks (which are inspired by the widely connected neurons in the human brain)
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have gained a lot of attention. Neural networks can range from simple multilayer
perceptrons that can be used to solve simple classification or regression tasks to large
networks with many layers that are capable of learning complex representations for
different input features. These deep neural networks are used in prominent models
solving complex tasks in areas such as image recognition (Krizhevsky et al., 2012) and
speech processing (Hinton et al., 2012).

Common applications of ML span across computer vision (e.g. object detection in
images (Kaur and Singh, 2023)), natural language processing (e.g. machine translation
(Lopez, 2008) or speech recognition (Prabhavalkar et al., 2024)), robotics (e.g. learning
control policies (Kaelbling et al., 1996)), finance (e.g. credit scoring (Hand and Henley,
2007) or algorithmic trading (Czuba, 2023)), and many other domains. Generally, ML
can be used in any domain that provides sufficient data to identify patterns and possibly
use these patterns for predictive tasks.

2.2 Natural Language Processing

Natural Language Processing (NLP) is a research field combining linguistics with
machine learning. Over the years, NLP has changed from only relying on linguistic
features to also using statistical models and neural networks (Zhang and Shafiq, 2024).
The scope of NLP ranges from low-level processing tasks, such as splitting a text
into words, to high-level understanding tasks, such as comprehending the meaning or
sentiment of an excerpt of text (Jurafsky and Martin, 2025). While there is a wide range
of NLP tasks, some of the core NLP tasks include fundamental text processing steps,
such as tokenization (the process of breaking text into smaller units such as words or
subwords, (Jurafsky and Martin, 2025, Chapter 2)) or part-of-speech (assigning labels
to words indicating their grammatical role in the sentence, (Jurafsky and Martin, 2025,
Chapter 17)). Some of the more complex tasks regarded by NLP are sentiment analysis
(determining the emotional tone or opinion expressed through a text (Pang and Lee,
2008)) as well as machine translation or language generation. Two more sub-tasks of
NLP that play a crucial role in this thesis are Information Retrieval (IR), specifically
Argument retrieval, as well as Author Profiling.

2.2.1 Information Retrieval

As the name suggests, IR tasks express the aim to retrieve relevant information concern-
ing a given queue, such as a search query or a question, from a large corpus of data.
A well-known example of an information retrieval process happens for each Google
search query, where the words put in by the user are the search query for the system,
which then tries to retrieve relevant web links from the large database of web pages.

Modern information retrieval (IR) often proceeds in at least two steps. First, a large
collection of candidate documents is indexed. In this initial stage, the system estimates
the relevance of each document to a given query. Two broad approaches are used for
this estimation: sparse retrieval methods and dense retrieval methods.

Sparse retrieval methods analyze documents by comparing individual terms or words.
In the simplest bag-of-words (BOW) model, a query and a document are compared
solely based on the frequency of the words they contain. Many extensions exist where
words are weighted differently based on their importance for the document’s meaning.
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However, simple methods like BM25 face challenges from polysemy (multiple meanings
for a single word) and synonymy (different words with similar meaning) (Hambarde
and Proenca, 2023).

In contrast, dense retrieval methods first encode queries and documents into low-
dimensional vector representations using a neural network. Similarity between a query
and a document is then determined by the distance between their vector embeddings.
Dual-encoder architectures are commonly used for this purpose: a single neural net-
work is applied to both queries and documents during training, with the objective of
minimizing the distance between semantically related pairs. Dense Passage Retrieval
(Karpukhin et al., 2020) is a prominent example of this approach. Models like Sentence-
BERT (see section ) are built on dual-encoder architectures and are pre-trained
on semantic textual similarity tasks, making their generated embeddings particularly
suitable for dense retrieval.

In practice, a two-step pipeline has become standard to address the trade-off between
computational efficiency and precision. In the first step, either sparse or dense methods
are used to quickly narrow down the vast document collection to a smaller candidate set.
This initial retrieval can be less precise, but it greatly reduces the number of documents
that must be processed further. In the second step, a more computationally intensive
re-ranking method is applied to this candidate set. The re-ranking step uses additional
features or more advanced models to improve the final ordering of documents. This
multi-step approach is particularly beneficial when dealing with very large datasets or
long documents, which may be challenging for dense vector representations alone.

Argument retrieval extends the goals of information retrieval aiming not only to
retrieve information relevant to a query, but focusing on extracting argumentative units
- such as claims, premises, or conclusions - that are not only relevant based on their
content but also contain reasoning or are of a persuasive nature (Wachsmuth et al.,
2017; Habernal and Gurevych, 2017). Additional challenges in argument retrieval are
for instance the consideration of different stances and, in the context of this thesis, the
socio-demographic relevance of arguments. Modern approaches often use a two-step
process: In the first step, documents are retrieved based on their content using standard
IR techniques, and in the second step, more sophisticated methods are applied that focus
on identifying less obvious features such as the stance (Dang et al., 2013).

2.2.2 Author Profiling

Another critical subtask in this work is author profiling, which involves inferring
demographic characteristics (e.g., age or gender) from an author’s writing style and
content (Chen et al., 2024). Author profiling leverages both lexical features and advanced
machine learning models to identify socio-linguistic patterns that correlate with demo-
graphic attributes. The demographic relevance prediction investigated in this thesis aims
to identify arguments that match a given socio-demographic feature and is therefore an
author profiling task that is intertwined with the argument retrieval task investigated.

A common approach to author profiling involves a two-stage pipeline. Initially,
various feature scores (such as lexical items, syntactic patterns, and stylistic markers
like punctuation or word usage) are extracted from the text. These features are then
fed into a supervised classifier (like a logistic regression or a neural network model)
that has been trained on a labeled dataset where the authors’ demographic attributes
are known (Chen et al., 2024; Rangel Pardo et al., 2015). This method aims to estimate
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demographic characteristics from an author’s writing style and content. Thereby, it
predicts attributes such as age or gender.

In contrast, the approach adopted in this thesis does not attempt to predict the
author’s demographic profile. Instead, the focus lies on predicting whether a given
argument matches a specified socio-demographic property. This approach bypasses
the two-step process of first inferring the author’s profile and then matching it to the
query. This direct prediction strategy faces challenges similar to those of the traditional
author profiling approach, as both methods must handle noisy stylistic features and
differences between data domains.

2.2.3 Large Language Models

Modern advances in NLP are largely driven by neural networks, and especially by the
Transformer architecture introduced by Vaswani et al. (2017). Transformers replaced
earlier sequential models (e.g., RNNs) by using self-attention mechanisms that allow
them to capture long-range dependencies in text efficiently. Following this breakthrough,
first Large Language Models (LLMs) were developed. An LLM is an extremely large
neural network pretrained on massive corpora of data that can be fine-tuned for various
NLP tasks (Brown et al., 2020).

LLMs not only generate coherent text but also serve as powerful feature extractors
for retrieval tasks. In this work, two specific models are extremely important: Sentence-
BERT (SBERT) and Mixtral 8x7B. SBERT(Reimers and Gurevych, 2019) modifies BERT by
using a siamese network structure to produce high-quality sentence embeddings. These
embeddings capture semantic similarity, enabling to perform fast, efficient retrieval
by computing the cosine similarity between query and argument representations. In
information retrieval these capabilities are extremely useful, since arguments may be
similar to a query even if they use very different wording.

Mixtral-8x7b (Jiang et al., 2024) on the other hand is a generative model. It is built
using a sparse Mixture-of-Experts (MoE) architecture. An MoE model is comprised
of multiple smaller models (experts), where each expert is finetuned on a different
set of tasks. Mixtral-8x7b is comprised of eight Mistral-7b models (Jiang et al., 2023)
and possesses a gating mechanism, where during the inference only two of the eight
submodels are active when generating each token. With this architecture Mixtral-8x7b
can achieve the effective capacity of a much larger model while maintaining lower
computational cost. In addition to that, the Mixtral model achieves great performances
on tasks involving multilingual understanding (Jiang et al., 2024).

2.3 Logistic Regression

While advanced LLMs are central to the research conducted in this thesis, classical
statistical methods remain indispensable especially for the integration of different
approaches. Logistic regression is a foundational technique in ML used for binary
classification tasks. The logistic regression is used to predict a binary feature based
on a vector of input features. To model the probability based on the input features it
uses a logistic function (sigmoid function) (Dubey et al., 2022).

The logistic regression is used for binary classification tasks. It predicts the proba-
bility of an outcome by computing a weighted sum of the input features, plus a term
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mitigating biases - this sum is known as the logit scores. To compute the precise
probability, the logit score is passed through the sigmoid function, defined as 0(z) = .
During training, the model’s parametres are adjusted to minimize the cross-entropy
loss (Jurafsky and Martin, 2025, Chapter 5).

If the internal weights learned by the logistic regression during training are used
to compute a weighted sum manually, without using the bias-mitigating term and
passing the result through the sigmoid function, the result can not be interpreted as
a probability. However, for a ranking task, ordering the arguments on this weighted
sum will result in the same results as ordering them on the actual logistic regression
outputs would have. If the logistic regression is used to compute weights that are in
turn used for a ranking task in the described fashion, this procedure can simplify and
speed up the computation of said rankings.

2.4 Evaluation Metrics

When evaluating information retrieval tasks, a range of metrics can be employed to
assess both the relevance and diversity of the retrieved results. In ranking tasks, these
metrics are typically computed at specific cutoff points because a ranked list does
not inherently provide a clear threshold for relevance. Instead, relevance must be
determined by considering the top-k results that users are most likely to examine
(Manning et al., 2008, Chapter 8).

2.4.1 Relevance Metrics

In the context of this thesis, relevance metrics are all metrics evaluating the arguments
retrieved for a set of queries based on the relevance alone, without any regards to
diversity of the predictions. For a perspective argument retrieval task as investigated in
this thesis, arguments can be relevant or irrelevant based on their content, but also based
on demographic aspects if demanded in the query. What arguments are considered
relevant is defined separately for each experiment carried out in this thesis. This section
will explain all three relevance metrics used to evaluate the effectiveness of different
approaches throughout this thesis.

Precision

Precision is a performance metric predominantly used in the evaluation of classification
tasks. In simple terms, precision tells us how many instances predicted as true are
actually correct. Mathematically it is defined as ———Truelosities Tt jg worth
noting, that precision does not say anything about instances predicted negative, which
may limit its informative value.

For the scenarios investigated in this thesis, the precision shows the ratio of how
many arguments among the top-k are actually relevant. The precision metric not taking
into account any arguments rank below the cutoff at k is not necessarily a problem,
as in real-world scenarios usually only a handful of arguments, here represented by k,
are useful. Precision is a fairly intuitive metric, as the formula is very simple, which
simplifies the interpretation. An obvious downside of using precision to evaluate the
ranking-based answers provided to each scenario in this thesis is, that all k arguments are
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taken into account with equal weights, which does not reward solutions, that produce
a better order within each of the top-k rankings. By interpreting the precision for
multiple different ks this becomes less of an issue.

Recall

Like the precision, the recall is a performance metric often used when evaluating classi-
fication tasks. Put simply, the recall expresses the fraction of all positive instances, that
have actually been found. Mathematically it is defined as — PosiTtl.’v‘fsi";gl"sl’:nga — . The
recall thereby disregards the amount of false positive arguments completely. Therefore
it is reasonable to look at both recall and precision at the same time, as both metrics
focus on different kinds of errors, hence a trade-off between the two is usually necessary.
For the scenarios investigated in this thesis, the recall shows the fraction of all
relevant arguments, that are predicted in the top-k arguments of a methods output. As
in real-world scenarios usually only a handful of arguments will be relevant, and because
in all scenarios investigated in this thesis, the maximum number of arguments taken
into account is capped at max(k) = 20, any method with perfect precision results would
be a perfect method for the task given. Hence, the recall value is useful only to help
analyze possible opportunities for improvement in methods, that do not achieve perfect
precision in all scenarios. The number of predicted positive arguments being fixed at k
with no threshold involved in finding a cutoff point, the recall value for any method, is
already determined given the precision. This makes a comparison of methods based on
recall redundant if that already takes place based on precision. The recall values will
still be used in evaluation to locate opportunities for further improving methods.

Normalized Discounted Cumulative Gain

Normalized Discounted Cumulative Gain (NDCG) is a performance metric commonly
used to evaluate ranking tasks. The NDCG is based on DCG (Discounted Cumulative
Gain). The DCG, in simple terms, is a weighted sum of relevance scores of the arguments
in a ranking. Thereby the weights are based on the positions of each argument in the
ranking, with lower-ranked arguments being discounted more. To determine the DCG, a
gold relevance score determining the ground truth relevance of an instance, is required.
Mathematically, it is defined as )., 10&1’1;1)’ with i being each rank of argument, n
being the overall number of arguments in question and rel; being the ground truth
relevance of the ith argument. After determining DCG, NDCG is defined as %, where
IDCG (Ideal Discounted Cumulative Discount) is the best possible DCG value for a
scenario, determined by computing the DCG for a ranking of instances, that represents
a descending order of relevance scores.

For the task scenarios investigated in this thesis, relevance scores are defined as 1
if an argument is relevant to the query and matches its demographic property, and 0
in all other cases. While the NDCG is a ranking-based metric and could be invoked to
evaluate the entire ranking of arguments, it is still only computed for the top-k arguments
respectively. This saves a lot of computing cost, and, as aforementioned, in most real-
world scenarios, only a handful of arguments will be useful. While the NDCG for the
scenarios investigated in this thesis is based on both the number of relevant arguments in
the top-k and the order of arguments within the top-k, which makes it harder to compute

and thus less intuitive, the metric suits well for the ranking scenarios in this thesis.
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2.4.2 Fairness and Diversity Metrics

Aside from a relevance based evaluation it can be sensible to take the distribution
of different stances or demographic aspects into account to not only maximize the
relevance of retrieved arguments but also the fairness and diversity of said stances or
demographic aspects within the predictions. Specific goals when targeting fair and
diverse retrieval results are defined by (Castillo, 2019) as follows:

A fair ranking should possess:

1. satisfactory presence of items belonging to different groups 2. a persistent
treatment of similar items 3. an appropriate representation of all items, especially
those belonging to minority groups

Following Pathiyan Cherumanal et al. (2021), alpha-nDCG and KL-divergence are
consulted for this purpose.

KL-divergence

The Kullback-Leibler-Divergence (KL-divergence) is a measure of the difference between
two probability distributions. In the given perspective retrieval scenario, KL-divergence
is used to compare the distribution of socio-demographic properties in the prediction
with the distribution of those properties in the entire corpus. Thereby, a KL-divergence
score is computed for each socio-demographic attribute individually. The outcomes
are also aggregated, to have an easy and quick way of comparing predictions from a
diversity perspective. As suggested by (Pathiyan Cherumanal et al., 2021), KL-divergence
scores are computed by focusing on one characteristic at a time. Let f; be the relative
frequency of the target group in the prediction, and let f; be the relative frequency of
all other characteristics combined. Furthermore, let F; be the relative frequency of the
target group in the entire corpus, while F; is the combined relative frequency of all other
characteristics across the entire corpus. These frequencies will be used to compute the
Normalized Discounted KL-Divergence for each characteristic per socio-demographic
attribute, by defining the distribution for the prediction as P = (f;, f;) and the distribution
for the entire corpus as Q = (F,, Fr). This means, that, to compute the KL-divergence
score for the entire prediction, the KL-divergence is computed for each characteristic
for each socio-demographic attribute first. The results are then aggregated based on the
corresponding socio-demographic attribute, before finally aggregating the scores across
each socio-demographic attribute to one KL-divergence score for the entire prediction.
KL-divergence is defined as:

) p(x)
Dii(PlIQ) = ;(P(x)l"g (@)

Applied to the distributions given, the formula is:

Diu(PlIQ) = i * log (%) + fix log (1{;)

t

To increase the simplicity of evaluation, the KL-divergence is normalized. In this
step, the KL-divergence across different cutoff points is also aggregated. Therefore the
distribution for the precision is redefined as P, = (f,,, f;,), where f, and f; are the
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relative frequencies of the protected group and all other groups combined among the top-
k results from the prediction respectively. The Normalized Discounted KL-divergence
is computed as (Pathiyan Cherumanal et al., 2021):

k

i@k = 3 DuBlQ)
i=1

log,(i+1)

As mentioned above, this formula is used to calculate the KL-divergence score
for each characteristic for each socio-demographic attribute given in the corpus. To
aggregate the scores per attribute, the rKL@k values for each characteristic are summed
up and divided by the number of characteristics. To compute the overall KL-divergence
score per prediction, the aggregated KL-divergence scores per attribute are summed
up and divided by the total number of attributes.

alpha-NDCG

The alpha-nDCG score can be described as a normalized DCG score, that punishes
multiple occurrences of the same socio-demographic characteristics, by discounting the
relevance score of the corresponding argument. As introduced in (Clarke et al., 2008),
alpha-nDCG is computed similarly to nDCG, the only difference being the discount
factor of (1 — )", where r;;_; refers to a socio-demographic characteristic of the ith
argument, marking the number of occurrences of this characteristics among the previous
arguments. The entire definition of alpha-nDCG based on (Clarke et al., 2008) is:

a-DCG = Z

i=1

rel;

- 1-— Tik—-1
log,(i+1) (1-a)

Following Clarke et al. (2008), repetitive socio-demographic characteristics are
punished with the square of the number of their respective occurrences.

In this thesis, a simpler version of alpha-nDCG is adopted, that applies a constant
discount to recurrent socio-demographic characteristics. Specifically, the first time
a socio-demographic perspective occurs, it is not discounted at all, while for every
other occurrence, the discounted relevance score is defined as r * (1 — «), where r
is the relevance score for the respective query-argument pairing and alpha is fixed at
a = 0.5. Discounting recurring perspectives with a constant factor opposed to using
a quadratic function does not punish several appearances of the same characteristic
too harshly. This is sensible, as the composition of the argument corpus itself does not
guarantee diversity across all socio-demographic properties, which might favor a strong
prevalence of some characteristics in all predictions - in this case, using a quadratic
discount, relevance scores might become unrecognizably small.

While using a suitable algorithm, alpha-nDCG can be computed for all characteristics
of one socio-demographic attribute at once, it is still computed separately for each socio-
demographic property given in the corpus. The alpha-nDCG score to evaluate one entire
prediction is gained by aggregating the scores for each socio-demographic attribute
and computing the arithmetic mean.



Related Work

In the previous section, the necessary background for this thesis was outlined. This
section focuses on research in information retrieval and specifically argument retrieval.
Since this thesis builds on the dataset from the Perspective Argument Retrieval shared
task (Falk et al., 2024), it is sensible to examine submissions that achieved strong results
on said shared task. Among these, Twente-BMS-NLP ranked first and GESIS-DSM ranked
third, both consistently outperforming baseline models. Their approaches provide
valuable insights into improving argument retrieval. Additionally, research leveraging
large language models (LLMs) for retrieval tasks presents an alternative perspective
on enhancing retrieval quality using LLMs. The following sections first explore LLM-
based approaches, followed by methods explicitly developed for demographic-aware
argument retrieval as investigated in this thesis.

3.1 LLMs in Information Retrieval

3.1.1 Large Language Models are Effective Text Rankers with Pairwise
Ranking Prompting

Qin et al. (2023) investigate the challenge of using large language models (LLMs) for
document ranking, an area where traditional fine-tuned ranking models have historically
outperformed off-the-shelf LLMs. They argue that existing pointwise and listwise
ranking formulations do not align well with how LLMs process ranking tasks, leading to
suboptimal performance. To address this, they introduce Pairwise Ranking Prompting
(PRP), a method that reduces task complexity by presenting the model with two candidate
documents at a time and asking it to determine which is more relevant. This approach
allows LLMs to make relative comparisons rather than requiring absolute relevance
scores, which are difficult to calibrate. Their experiments demonstrate that PRP achieves
state-of-the-art ranking performance using moderate-sized open-source LLMs, even
surpassing some black-box commercial models like GPT-4 on certain benchmarks. The
study highlights the potential of efficient prompting strategies for improving LLM-based
retrieval while maintaining scalability and cost-effectiveness.

12
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3.1.2 Investigating Large Language Models as Re-Ranking Agents

Sun et al. (2023) explore the role of large language models (LLMs), particularly ChatGPT
and GPT-4, as passage re-ranking agents in information retrieval (IR) systems. Tradition-
ally, IR models have relied on manually supervised methods, which require extensive
human effort and struggle with generalization. Sun et al. investigate whether LLMs can
perform passage re-ranking without fine-tuning, purely through prompting.

Their experiments reveal that when properly instructed, ChatGPT and GPT-4 achieve
competitive and even superior performance compared to state-of-the-art supervised
re-ranking methods. They introduce an instructional permutation generation method,
which prompts the LLMs to directly rank passages rather than assigning independent
relevance scores. Additionally, they propose a sliding window strategy to overcome
token length limitations, allowing LLMs to process and rank longer lists of passages
more effectively.

Recognizing the high computational cost of deploying LLMs in real-world search
systems, they also investigate a permutation distillation approach. This technique distills
the ranking capabilities of ChatGPT into smaller, specialized models, reducing costs
while maintaining strong performance. They find that a distilled 440M parameter model
outperforms a 3B supervised model on the BEIR benchmark.

3.2 Demographic-Aware Argument Retrieval

3.2.1 Twente-BMS-NLP: Combining Bi-Encoder and Cross-Encoder
for Argument Retrieval

Zhang and Braun (2024) use a hybrid argument retrieval approach, combining a bi-
encoder (paraphrase-multilingual-mpnet-base-v2) to retrieve the top 1000 candidates
with a cross-encoder (ms-marco-MiniLM-L-12-v2) to re-rank the top 50. They find
that monolingual models perform better, so they translate arguments into English
before re-ranking.

For socio-demographic filtering, they apply explicit matching when labels are
available and prediction when they are not. Predicted features use sentence embeddings,
token length distributions, POS n-grams, and stop-word distributions. Some categories,
like residence, are easier to predict due to data imbalance, while others, like political
stance or education, are much harder. Gender-based filtering reduces performance,
while filtering by important issues improves it.

Their findings show that hybrid models outperform bi-encoders alone, but demographic-
aware filtering remains difficult. Inferred labels are often unreliable, and argument
length limits feature extraction. Future improvements may require longer texts, better
prediction models, or alternative diversity strategies beyond strict filtering.

3.2.2 GESIS-DSM: Socio-Cultural Differences in Argumentation

Maurer et al. (2024) explore whether socio-cultural differences in argumentation are
primarily a matter of content or style. Their system follows a three-step pipeline: first,
filtering arguments by explicit demographic labels when available; second, ranking
arguments based on semantic similarity using Sentence-BERT; and third, selecting final
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arguments either through stylistic classification or re-ranking based on arguments
generated by an LLM.

Their analysis finds little semantic differentiation between socio-cultural groups,
as clustering Sentence-BERT embeddings does not align with demographic attributes.
Instead, they identify measurable stylistic differences, such as variations in sentence
complexity, vocabulary diversity, and pronoun usage. Their best-performing model
classifies arguments based on these stylistic features using a random forest classifier.

Their results show that stylistic classification significantly improves performance
over a Sentence-BERT baseline, particularly when demographic information must be
inferred. However, re-ranking using LLM-generated arguments is less effective. The
findings suggest that argument style plays a crucial role in distinguishing socio-cultural
groups, though challenges remain in balancing accuracy and diversity in retrieval.



Methodology

Now that the research questions are defined and important background information
are shown, the different methods and approaches tested in this thesis will be explained
thoroughly. Firstly, the dataset functioning as a basis for the research will be introduced
before the methodology for each research question established in section 1 is explained
in detail. These descriptions include the experiments targeting the research question, the
different feature scores that are derived from the data, the pipeline used to retrieve argu-
ments, and the intended evaluation focusing on solving the respective research question.

4.1 Dataset

This thesis is grounded on a dataset of political questions and arguments, which is
based on arguments from the Swiss voting recommendation platform Smartvote . It
contains political questions and arguments raised during the 2019 and the 2023 Swiss
elections. The dataset was raised in the context of the Perspective Argument Retrieval
Shared Task 2024 by Falk et al. (2024). The dataset is multilingual and contains German,
French, and Italian languages.

The dataset consists of a corpus of arguments that only slightly varies for each
set in the split and a set of queries that is distinctly different for each set in the split.
The corpus contains 21 features in total, of which only three are relevant for further
investigation. These features are the argument, the political topic, and the demographic
profile of the argument’s author. The remaining features are utility features, such as
IDs or different representations of the same feature.

The query set contains only two features, that are relevant for further investigation,
namely the query, a political question, and a social or demographic property that matches
the socio-demographic profile of the authors of arguments relevant to this query.

15
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4.2 Research Question 1

To address the research question “How can LLMs be used to enhance the result of an
argument retrieval process?”, two experiments are conducted to evaluate the effectiveness
of methods, where LLMs support argument retrieval. Both involve processing a set of
queries against a set of political arguments from the aforementioned dataset.

Thereby, the first experiment includes both the socio-demographic property given
for each query and the socio-demographic profile given for each argument. This enables
a strict filtering process, retaining only arguments explicitly relevant to the specified
socio-demographic property. As a result, the set of potentially relevant arguments is
significantly reduced for each query. Further retrieval steps, effectively performed after
this filtering, are based solely on semantic relevance but operate on a substantially
narrowed corpus for each query.

The second experiment does not ask for any socio-demographic property with each
query and does not include any socio-demographic information about the author of
each argument. The scope of this task is therefore the prediction of all semantically
relevant arguments from the entire corpus of arguments.

Both experiments aim to determine the extent to which LLMs can improve the
relevance and quality of retrieved arguments compared to traditional retrieval methods
in a standard argument retrieval scenario. Therefore, both experiments isolate the
investigation of methods to predict the semantic relevance between arguments and
queries without regard to any socio-demographic aspects. The two experiments are
distinguished primarily by the scope of the dataset used. The first experiment only
considers the subset of arguments that are relevant to a socio-demographic property
given in each query. The second experiment on the other hand considers the entire
corpus of arguments for each query. As both experiments aim to address the same
research objective, the methodology across the two experiments remains largely con-
sistent. However, analyzing the methods from these two different scopes enables an
investigation of their strengths in varying scenarios.

The following sections detail the methodology used for the first experiment, followed
by the methodology used for the second experiment, and conclude with an outline of
the intended evaluation for both experiments.

4.2.1 Experiment 1

The intended pipeline for the first experiment follows a three-step process, the first
step being the filtering based on socio-demographic matches between a query and
the arguments as described above. The following two steps orient towards a standard
two-step retrieval pipeline (as described in section ) with an initial retrieval step
followed by a reranking step. As LLM inference is costly in terms of computation, in
this thesis, LLM usage is only investigated in the smaller reranking task. The entire
intended pipeline is shown in graphic

The approach chosen for the realization of each step of the pipeline is the calculation
of different feature scores. These assign a relevance score to each query-argument
pairing that is calculated based on the respective feature. With these feature scores, the
three-step pipeline can easily be fulfilled. At the same time, the format allows for an
easy comparison of different feature scores across all the experiments conducted in this
thesis. The final pipeline for this experiment uses four different feature scores, namely
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Figure 4.1: Intended pipeline for experiment 1

the explicit demographic scores for socio-demographic filtering, the SBERT relevance
scores for an initial relevance prediction in the retrieval step, the topic scores to enhance
the performance of the initial retrieval step, and the LLM relevance scores reranking
the top-n retrieved arguments. The following sections provide an overview of these
feature scores explaining all investigations involved with each score, where a special
focus lies in the investigation of the LLM feature scores.

Explicit Demographic Scores

The explicit demographic scores match the explicitly given demographic profile for
each argument’s author with the demographic property asked in the query. For a given
query, an explicit demographic score of 1 is assigned to each argument, whose author
matches the property given in the query, while a score of 0 is assigned to every other
argument. The explicit demographic scores could be used for strict filtering, where only
arguments with a score of 1 are included in the predictions. However, they also match
the format of predicted Demographic LLM scores that are introduced in section ,
which enables the creation of a uniform pipeline and also simplifies some evaluation
steps, as the different demographic relevance scores are easily comparable.

SBERT Relevance Scores

Siamese BERT Networks, presented as sentence-BERT or SBERT models in (Reimers
and Gurevych, 2019), have been shown to produce high-quality dense embeddings on a
sentence level. In standard dense retrieval fashion, a relevance-based ranking, following
the Probability Ranking Principle for a given query, can be derived, by embedding
the query, along with all arguments in the corpus, using SBERT, by calculating the
cosine similarity between the query embedding and each of the argument embeddings,
and then ordering the arguments based on descending similarity (Luan et al., 2021;
Karpukhin et al., 2020). By doing this for every given query, a prediction for an entire
set of queries can be created.

As the dataset used in this thesis is multilingual, either the SBERT model needs
to be trained on multilingual data, or another translation step is required. In this
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thesis, paraphrase-multilingual-mpnet-base-v2- is used to calculate the dense embedding
vectors. The model is trained on a total of 53 languages, including French, Italian, and
German, and is therefore suitable as an embedder for the given dataset.

Topic Scores

As mentioned earlier, the dataset serving as a basis for this thesis assigns a political
topic to each argument. The topic scores are based on the assumption, that the queries
can be classified into the same set of topics, that the entire set of arguments is also
classified into. This would mean that all relevant arguments for one query are classified
into the same topic. If a query’s topic can be correctly identified, this enables filtering
out all arguments that do not match that topic while performing the initial retrieval
step. For the dataset this thesis is based on the assumption turns out to be true. In the
following, five different approaches to calculate relevance scores based on the predicted
topic for a query are further explained. Each of these assigns one score between 0 and
1 to each topic for a given query. For a given query, the scores for all topics add up
to 1, hence the topic scores can be interpreted as an estimated probability for a topic
to be relevant to the query. Ultimately, for every query-argument pair a topic score
is calculated. For simplicity, the following descriptions will explain the topic score
computations between a single given query and all arguments in the corpus. Generally,
this step will simply be repeated for every single topic in the respective data split to
calculate the topic scores for the entirety of the data.

Binary Topic Scores. Binary topic scores most accurately follow the ideas described
above. In this thesis, two different methods are explored, and both seek to predict the
most fitting topic for a query. One of these methods is based on a prediction using a
Large Language Model, the other approach is based on the topic distribution among
the most relevant arguments for a query.

To predict the topic of a given query using an LLM, a prompt is created that includes
the query, a list of all topics in question, and a demand, to return the topic most fitting
the query. The prompt used can be found in Appendix A.1.5. The list of topics is thereby
the set of all topics that can be found in the corpus of arguments in no distinct order.

The prediction of a query’s topic using the topic distribution among the most relevant
arguments uses the SBERT cosine similarity scores to calculate an initial ranking of the
arguments for the given query. The query’s topic is then simply predicted as the one
that appears most frequently among the top 50 arguments from that ranking.

To form topic scores as described above for a given query, all arguments matching
the query’s predicted topic get a relevance score of 1. All arguments assigned to a
topic that doesn’t match the query’s predicted topic get a relevance score of 0. These
scores can then be used to effectively filter out all arguments not matching the topic
but they can also be combined with other relevance scores for example by using a
Logistic Regression as described in section

Relative Topic Scores. The relative topic scores use the idea of predicting topics
from the most relevant arguments for a given query to produce more differentiated
relevance scores. This is done by taking one step away from the initial idea of predicting
a given query’s topic and filtering out all arguments that do not match. Instead, the

2.
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aim is to develop topic scores that more accurately reflect the probability of each topic
being relevant to the query, using a continuous range between 0 and 1.

Similar to the binary topic scores, the relative topic scores are based on the top 50
most relevant arguments to a given query based on SBERT relevance scores. The score
for each topic is thereby determined as the number of occurrences of said topic among
the top 50 arguments divided by 50. The main upside compared to binary topic scores is
the possibility to not only mark the topic that is most likely to be relevant but instead
differentiate topics, that are likely to be relevant, by also assigning topic scores other
than zero to topics, that appear less often in the top ranking arguments based on SBERT.

Hyperbolical Weighted Topic Scores. The hyperbolical weighted scores try to
predict more accurate probabilities for each topic being relevant to the given query, by
considering not only the count of each topic among the top 50 most relevant arguments
based on SBERT but also their respective positions within the ranking. Thereby, the
topics of high-ranking arguments are considered to be more relevant for predicting
the query’s topic.

The hyperbolical weighted scores for one topic for a given query are based on
the positions of the said topic in the ranking of arguments based on SBERT cosine
similarities. Let xi, X, ..., X, be the positions of a topic t in the ranking. Then, the
hyperbolical weighted topic scores for topic t are computed as follows:

Yty
50
Yo

Thereby, the term )i, <+ adds the reciprocal ranks of all arguments that match the

X

topic_score(t) =

topic t, while the term Y, + serves to normalize the scores.

Linear Weighted Topic Scores. Just like the hyperbolical weighted topic scores, the
linear weighted topic scores use descending weights based on the positions of arguments
in the ranking based on SBERT scores, when computing the score for the corresponding
topics. As suggested in the name, the linear weighted topic scores use a linear function
to determine the weight for each position in the ranking instead of a hyperbolical one.

To compute the linear weighted topic scores, let xi, x,, ..., x,, be the positions of
a topic t in the ranking of arguments based on SBERT cosine similarities. Then the
scores are computed as follows:

Zm 50+1—x;
i=1 50
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topic_score(t) =

Here, the term ), % assigns a weight to each rank x; reaching from 1 to 0.02
and descending linearly. The term Y, XL serves to normalize the scores, so that
they all add up to 1, which simplifies comparing the different topic scores.

With this approach, the impact, that arguments have on the topic score decreases
less drastically based on their position in the ranking, which could lead to more accurate
estimates if one of the highest-ranked arguments doesn’t match the expected topic.

Similarity Weighted Topic Scores. The similarity-weighted topic scores use the
top 50 arguments predicted using SBERT cosine similarities while using these exact
cosine similarities to weigh each corresponding topic when computing topic scores.
To compute the similarity-weighted topic scores, let xi, xs, ..., x,, be the positions of a
topic in the ranking and let S(x) be the similarity score of the argument in position

x in the ranking. The scores are then defined as
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2121 S(x;)
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where the term ", S(x;) sums up the similarity scores for all arguments matching

topic t, while the term Y.°, S(i) sums the similarity scores for all arguments in the
top 50 to normalize the resulting topic scores.

topic_score(t) =

LLM Relevance Scores

Large Language Models gain knowledge from being trained on large amounts of data.
This knowledge can be used, to assess the relevance of arguments to a given query.
Due to the high computational cost, the usage of LLMs during the initial retrieval
step is not investigated further in this thesis. Instead, the investigation focuses on the
usage of LLMs during the reranking step of the highest-ranking arguments from the
initial retrieval step. Zhu et al. (2024) distinguish three different options - pointwise,
pairwise, and listwise approaches - to use decoder-only models in a reranking step
to enhance argument retrieval performance. Because pointwise methods, utilizing
likelihoods as scores for the relevance between a query and an argument, are significantly
outperformed by both pairwise and listwise approaches, they are not considered in this
thesis. As pairwise approaches require a significantly higher number of prompts to
rerank retrieved arguments for each query while yielding similarly promising results as
listwise methods, these were also not investigated further. Instead, this thesis focuses
solely on the adoption of listwise reranking methods based on LLMs to improve an
initially retrieved ranking.

In the following, multiple methods are described, all of which prompt an LLM to
(re-)order a set of arguments based on their relevance to a query. The prompt includes
the query, the set of arguments, and the exact task for the model to perform. The
different approaches vary in the composition of the prompt. Tested are various numbers
of arguments in each query and several different tasks or task formulations for the LLM
to perform. All of these prompting approaches are described in the following sections.

Task Mode Two different task modes are tested, both use an LLM to predict the
relevance of arguments to a query, which differ in the style of answer expected. Other
information retrieval systems that use LLMs for reranking, expect a ranking of the
arguments as an answer (Sun et al., 2023). Such a ranking can be machine-readable,
enabling an easy integration in the pipeline. It also fits the mode of the experiment,
as all methods are evaluated based on their ranking ability. In this thesis, this ranking
approach is investigated. Therefore, an LLM is prompted with the query, a list of the top-
n highest-ranked arguments based on the initial retrieval step and the demand, to return
a ranking of the arguments based on their relevance to the given query. The prompt
can be found in Appendix A.1.1. The ranking returned by the LLM is interpreted as the
final ranking of the top-n arguments, overruling all other feature scores used during the
initial retrieval. This approach will later be referred to as the direct reranking approach.

While the list-based reranking approach is simple yet effective, it can not describe
two arguments having the same relevance, e.g. in cases of uncertainty. At the same
time, there is no measure for certainty, nor for the difference in relevance between
different positions in the ranking. The feature scores used during the initial retrieval
step can not only be used as a ranking by ordering arguments in a descending order
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based on the corresponding feature scores, they can also be used to assume the level
of certainty within that ranking as the size of the gap between the feature scores of
two arguments, where a bigger gap can be interpreted as higher certainty. This is
especially relevant when combining multiple feature scores in one prediction because
not all feature scores will yield the same ranking.

Trying to transfer these advantages to a reranking approach based on LLMs, an LLM
scoring approach is tested. Here, an LLM is prompted with a query, a list of the top-n
highest-ranked arguments based on the initial retrieval step and the demand, to return
a score for each of the arguments, measuring the relevance between said argument and
the given query. These scores can be used to predict a ranking immediately, and they
offer more options to be combined with other feature scores from the retrieval step. The
score-based approach will be referred to as the score-based reranking approach.

Window Size Large computational costs and the maximum context size of LLMs are
limitations when it comes to performing a ranking task with an LLM, which is why in
this thesis LLMs are only used to rerank the top-n highest-ranking arguments for each
query, as opposed to ranking the entire corpus of arguments each time. To determine
the ideal window of arguments for the reranking step, different window sizes are tested.
These window sizes are 20, 30, 40, 50, and 100. With roughly 80 tokens per argument, all
of these are well below the maximum context size of the LLM used throughout this thesis,
mixtral8x7b (Jiang et al., 2024), which was trained on a context window of 32,000 tokens.

A larger context window naturally includes a bigger absolute number of relevant
arguments and thus more room for improvement for an LLM, however, the longer
prompts resulting from an increased context window might also be more complex for
the LLM to process. To bypass this potential pitfall, RankGPT (Sun et al., 2023) suggest
a sliding window strategy. This strategy allows to rerank a larger window of arguments
by further separating it into smaller windows. Starting from the lowest ranks within
the overall context window, the LLM ranks w arguments arguments based on their
relevance to the query, where w is the sliding window size. The sliding window is
then moved up in the overall context window by stepsize s. As long as the stepsize s
is larger than the sliding window size w, this assures, that the top-ranking arguments
from the lower context windows also appear in the subsequently higher windows. In
this thesis, the sliding rerank with sliding window size w = 50 and step size s = 20
on an overall context window of n = 100 arguments is compared to the other context
window sizes. The different context windows are tested on the direct reranking approach.
The score-based reranking approach is always performed with n = 50.

Other differences in Prompting Apart from the task mode and the window size, some
different formulations for otherwise similar prompts are tested. These are primarily
examined on small subsets of queries with the aim of avoiding inaccuracies detected
during the manual inspection of the data. Specifically, this refers to deviations from
the expected response format.

4.2.2 Experiment 2

The second experiment does not include any socio-demographic information in the query,
therefore it does not require any filtering of the corpus based on socio-demographic
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matching. Furthermore, any argument that semantically fits as an answer to the query
is considered relevant. Therefore, the pipeline for this experiment closely resembles
the pipeline for Experiment 1, only removing the filtering step based on demographic
matching. The pipeline for Experiment 2 is shown in graphic
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Figure 4.2: Intended Pipeline for Scenario 2
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Just like the first experiment, the pipeline is realized with feature scores. For the
relevance prediction in the initial retrieval step, SBERT relevance scores and topic scores
are combined. The new ranking is calculated based on LLM relevance scores during the
reranking step. Each feature score is computed using the method that demonstrated
the best performance in Experiment 1.

SBERT similarity scores. The SBERT similarity scores for every query-argument
pair are calculated as the cosine similarity between the query’s SBERT embedding and
the argument’s SBERT embedding, the same way as they are calculated in Experiment 1.

Topic scores. Concerning the topic scores, Experiment 1 could not show a difference
in performance between the relative topic scores, the hyperbolical weighted topic
scores, and the SBERT weighted topic scores. For experiment 2 the SBERT weighted
topic scores are used.

LLM scores. As for the LLM scores, the best configurations from Experiment 1 are
adopted in Experiment 2. Therefore, the LLM scores for this experiment are conducted
for a fixed window of size 50. The general approach retrieves an LLM relevance score
for each query-argument pair. The prompt used is shown in Appendix A.1.3.

4.2.3 Comparing Experiment 1 and Experiment 2

The second experiment regards all arguments as relevant to a query that semantically
answer the query and generally considers the entire corpus of arguments during the
retrieval of arguments for each query. Because the first experiment only considers those
arguments as relevant to a query that both match semantically as an answer to the
query and fit the socio-demographic property given in the query based on the socio-
demographic profile of the argument’s author, the set of relevant arguments for each
query is generally much smaller. At the same time, the corpus of arguments can be
strictly filtered based on socio-demographic fit, because both the socio-demographic
profile for the author of each argument and the socio-demographic property desired in
each query are explicitly given. Therefore, the corpus of arguments regarded for each
individual query is significantly smaller as well, compared to the second experiment.
During the first experiment, different parameters are tested and evaluated across mul-
tiple test splits. The second experiment does not experiment with different parameters
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and is solely used to evaluate performance that can be achieved when applying the best
parameters found through the first experiment at a different scope in the same dataset.

4.2.4 Intended Evaluation

The evaluation for the first research question focuses on the effectiveness of the reranking
process within the information retrieval pipeline. Reranking is only performed on the
top-50 initially retrieved arguments, hence the evaluation targets only this part of the
ranking. This ensures that the evaluation is limited to the context, where reranking
methods are applied.

The focus on reranking arises from the research objective, which is targeted at the
usage of LLMs to enhance argument retrieval processes. Due to the high computational
expenses necessary, LLMs are exclusively employed during the reranking step and
not during the initial retrieval step. Therefore, the reranking process is the primary
area of investigation.

The evaluation mainly focuses on comparing the quality of rankings before and after
the reranking process. This comparison highlights the extent to which LLMs are able to
distinguish relevant arguments from irrelevant arguments and enables the comparison
of the LLM predictions to results based on the more common information retrieval
methods used in the initial retrieval step. This is vital to determine whether the LLM-
based reranking step successfully improves the initially retrieved ranking of arguments.

Another key aspect of the evaluation needs to be the importance of relative positions
of arguments within the ranking, where higher ranking arguments are weighted stronger
during the evaluation. This reflects the objectives of real-world information retrieval
or argument retrieval scenarios, where the top-ranking arguments are usually much
more likely to be considered, while lower-ranking results are oftentimes not perceived
by users due to the mode in which retrieved arguments are presented (e.g. popular
search engines like google or bing only show the top-10 search results on the first page).
Consequently, metrics used in the evaluation should especially emphasize the quality of
the predictions across the highest ranks within the top-50 subset of retrieved arguments.

While the reranking step is the primary focus of the evaluation, isolating the
reranking step alone may not provide a complete understanding of the system’s overall
effectiveness. To fully evaluate the impact of the reranking process, it is essential to
consider its role within the context of the entire information retrieval pipeline. This
means assessing the effectiveness of the reranking methods in a two-step retrieval
system across the entire system, rather than just the improvements across the subset
of the top-50 retrieved arguments. Therefore, some metrics across the entire dataset
that capture the performance of the two-step ranking system need to be calculated.
These can also help with the comparability of results across different research objectives
within this task, or even with totally different works on the same dataset.

To compare pre- and post-reranking results, the evaluation focuses on a detailed
analysis of the top-50 arguments in both rankings. Within this subset, recall and
precision are calculated and compared, to measure the effectiveness of the reranking in
distinguishing relevant and irrelevant arguments. Both recall and precision are computed
for each rank from 1 to 50, resulting in metrics such as recall@1, recall@2, ..., recall@50
and precision@1, precision@2, ..., precision@50. These help with a detailed evaluation
of the quality of the ranking results from the LLM-based reranking and also show the
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performance across the highest ranks within the top-50, which, as aforementioned, are
especially relevant in most real-world applications of information retrieval systems.
Additional metrics are computed to evaluate the overall ranking quality to assess
the combined effectiveness of the retrieval and reranking pipeline as a two-step ranking
system across the entire dataset. The primary metric used for this purpose is NDCG
(Normalized Discounted Cumulative Gain), a metric often used when evaluating ranking
system, since higher-ranking arguments are weighted higher when calculating the
NDCG metric. Therefore, NDCG is useful to evaluate the quality of a ranking while
especially focusing on the highest-ranking arguments within said ranking. In addition
to NDCG, a-NDCG is calculated to account for diversity in relevance, and precision is
computed to give more inside to the quality of the ranking in terms of relevance. All
of these metrics are calculated at ranks 4, 8, 16 and 20, again because in most practical
information retrieval tasks, only the highest ranking arguments are actually relevant.
During evaluation, all metrics are averaged across the entire split of the dataset.

4.3 Research Question 2

This subsection will address the research question “How can LLMs be used to implicitly
predict the demographic or sociocultural perspective with only little text input?”. To do
so, one experiment is conducted, in which LLMs are used in a perspective argument
retrieval scenario to enhance the prediction of relevant arguments by trying to predict,
how well retrieved arguments match a given socio-demographic property.

This third experiment is based on the same aforementioned dataset. Similar to
Experiment 1 described in section , Experiment 3 includes a socio-demographic in
each query and considers only those arguments as relevant that both have an author
matching the socio-demographic property and are relevant based on their content.
Contrary to Experiment 1, the socio-demographic profiles of each argument’s author
are excluded from Experiment 3. In an initial retrieval step based on SBERT relevance
scores and topic scores as described in section for each query the top 50 most
relevant arguments based on their content are retrieved. An LLM is then used to
predict the socio-demographic relevance of these 50 arguments based on the expected
socio-demographic property and the content of the arguments. The pipeline for this
third experiment, which includes the socio-demographic relevance prediction, and the
intended evaluation steps are described below.

4.3.1 Experiment 3

Experiment 3 serves to evaluate the capabilities of LLMs in predicting the socio-demographic
attributes of a statement’s author in an argument retrieval scenario. Because of the high
computational efforts when using LLMs, the experiment revolves around the reranking
step in a two-step argument retrieval pipeline. The initial retrieval step is identical to the
retrieval step performed in Experiment 2 which is described in section , which means
it is based on the SBERT relevance scores and the Topic scores introduced in Experiment
1 . The reranking step in Experiment 3 is only based on the socio-demographic
relevance of arguments predicted by LLMs. Similar to experiments 1 and 2, a score
format is applied, which later enables experimentation with different ways to combine
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all feature scores available for each experiment. The socio-demographic LLM rerank
scores used for the reranking step in Experiment 3 are described in the following.

Socio-demographic LLM rerank scores

Being trained on large amounts of data, Large Language Models are often exposed to
texts associated with socio-demographic information about their respective authors.
Thereby the LLMs might gain knowledge that subsequently could be used to predict
socio-demographic attributes of a statement’s author based on the content of the
statement itself.

While LLM rerank scores are based on the relevance between arguments and a
given query, the Socio-demographic LLM rerank scores focus on the relevance between
arguments and a socio-demographic property. Due to the similarities between the two
scenarios, the Socio-demographic LLM rerank scores are calculated in a pattern similar to
the calculation of LLM rerank scores described in section . This means that the Socio-
demographic LLM rerank scores are also based on a listwise reranking approach, where a
new ranking is determined for the top 50 highest-ranking arguments. The LLM is asked
to return a relevance score for each argument that reflects how relevant the argument is
concerning the given socio-demographic attribute. No variations concerning the prompt
to determine Socio-demographic LLM rerank scores are tested in this experiment.

4.3.2 Intended Evaluation

Experiment 3 investigates a scenario, where arguments are to be retrieved that match a
given query and also have an author matching with a given socio-demographic attribute.
Because research question 2 aims to find ways to utilize Large Language Models for
predicting socio-demographic aspects of a statement’s author, the socio-demographic
profile of each argument’s author is excluded in Experiment 3. While Experiment 3
aims to utilize LLMs for socio-demographic matching in an argument retrieval scenario,
the primary focus of evaluation lies in the Socio-demographic LLM rerank scores, which
represent the socio-demographic matching between a given socio-demographic property
and each of the top-50 arguments and can be used to derive a ranking of the top-50
arguments for each query based on their socio-demographic matching alone.

Socio-demographic LLM rerank scores depict only the match between arguments and
the given socio-demographic property, hence the evaluation should mainly focus on
socio-demographic matching in the reranking step, as opposed to the overall relevance
of arguments retrieved across the entire pipeline. Additionally, it is plausible that the
matching abilities of LLMs differ depending on the social or demographic feature in
question. This should be further investigated during evaluation as well.

Research question 2 primarily targets the prediction of socio-demographic aspects.
However, since this entire thesis is situated in an argument retrieval context, the overall
argument retrieval process should also be regarded during the evaluation, to assess
possible benefits of Socio-demographic LLM rerank scores in a perspective argument
retrieval scenario.

While evaluating the Socio-demographic LLM rerank scores solely based on demo-
graphics, all arguments whose author matches the given socio-demographic property
are seen as relevant, with no regard to the content of the argument. This is done so bad
predictions from the relevance-based retrieval step do not influence the evaluation. As



4. Methodology 26

this evaluation step focuses on the reranking, the same metrics used to evaluate the
content-based reranking in Research Question 1 are used in this step. This means that
both recall and precision are computed at every rank from 1 to 50 both before and
after the reranking step.

The queries are bundled based on the socio-demographic aspect given with each
query to analyze the differences in performance concerning different social and de-
mographic properties. Then, delta-NDCG is computed for every socio-demographic
aspect at ranks 1, 4, 8, and 20. Delta-NDCG@k is the NDCG@k for the ranking based
on the Socio-demographic LLM rerank scores minus the NDCG@k based on the ranking
originally retrieved averaged across queries - or in this case all queries that ask for the
same category of socio-demographic attributes. Delta-NDCG is used to measure the
improvement of the reranked order compared to the original ranking. By comparing
delta-NDCG values for different socio-demographic attributes, possible differences in
the performance of the socio-demographic-based reranking can be found.

The combined performance of the initial content-based retrieval and the demographic-
based reranking is assessed through some additional metrics. As this step does not
single out the socio-demographic reranking but regards the entire perspective retrieval
process, only those arguments are considered relevant, that match a query based on
both the socio-demographics and the content. To evaluate the performance of the
combined pipeline, NDCG is computed at ranks 4, 8, 16, and 20. The baseline methods
used for comparison are an SBERT baseline only using the SBERT relevance scores to
compute the final rankings, and the predictions from the initial retrieval step, which
is the combination of SBERT relevance scores and Topic scores. The NDCG results are
averaged across the entire split of the dataset. Additionally, NDCG is computed for each
socio-demographic feature individually, to show possible differences in the performance
of the overall pipeline depending on the socio-demographic attributes asked.

4.4 Research Question 3

Research question 3 aims to combine the findings from the investigation for Research
question 1and Research question 2 in an argument retrieval pipeline taking into account
both content relevance and socio-demographic relevance. To do so, Experiments 1,
2, and 3 are further looked upon to investigate different variations of the standard
two-step retrieval-reranking pipeline.

The standard two-step information retrieval pipeline consists of a retrieval step,
serving to find the top-n documents for a given query, and a ranking step, ordering
the top-n retrieved arguments from most to least relevant concerning the given query
(Dang et al., 2013). The two-stage retrieval approach is based on the idea that low-cost
and high-cost methods exist, where low-cost methods can provide a sufficiently high
recall to perform an initial retrieval step, and high-cost methods can always provide a
better final ranking to refine the results. With this approach, however, the information
about relevance from methods used in the initial retrieval might be overlooked in the
final ranking. The approach investigated in this section serves as an alternative to the
standard two-step pipeline, aiming to include knowledge from all retrieval and ranking
methods in the final ranking by combining all of the feature scores introduced.

To do so, a logistic regression model is trained on a train-split of the data, using all
available feature scores to predict the relevance of a query-argument pair. Depending on
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the experiment in question, the logistic regression model will have three to four input
features. A query-argument pair is labeled 1 if the argument is considered relevant to
the query and 0 if it isn’t. For experiment 2, all arguments are considered relevant, that
answer the query based on their content alone. For experiments 1 and 3, only those
arguments are considered relevant, that both match the query based on their content
and are authored by someone fitting the demographic attribute provided in the query.
After training the logistic regression, it can be used to derive weights for each of the
feature scores. For simplicity, the internal logit scores of the regression are used as
weights for a weighted sum rather than performing the inference. This simplification
is less accurate when trying to predict whether an argument is relevant to a query.
However, as all experiments involve ranking tasks and are only evaluated based on
the final ranking, using the logit scores to compute a weighted sum will lead to the
same order and thus the same results as performing the logistic regression to predict the
relevance for a query-argument pair. To compute the final ranking for one experiment,
all feature scores considered in the experiment are multiplied with the corresponding
internal weight from the logistic regression and then added up. For each query, the
arguments are then ordered in descending order based on the calculated sum.

4.4.1 Revised Pipeline for Experiment 1

Experiment 1 aims to retrieve arguments relevant to a query based on their content that
also match a socio-demographic attribute given in the query based on the demographic
profile given explicitly for the argument’s author. Binary explicit demographic scores are
computed for every query-argument pair to determine the socio-demographic matching.
The relevance based on content for each pair is initially predicted with SBERT similarity
scores and topic scores. These three scores are used to create an initial ranking of
the arguments for each query, which is in turn used, to determine the top 50 most
relevant arguments for each query to include them in the LLM prompt. The LLM then
returns the LLM relevance scores

Using the train-split of the data, a logistic regression is trained. As an input, it
regards the explicit demographic score, the SBERT similarity score, the topic score, and
the LLM relevance score for a query argument pair. The expected output is 0 if either
the argument does not match the query based on the content or if it does not match
the socio-demographic attribute given. The expected outcome is 1 only if it matches
based on both content and the demographic feature.

After the logistic regression is trained, the internal weights for each of the feature
scores are retrieved and used as weights to compute a weighted sum of all feature scores.
To predict the best arguments for any other data split, all of the four feature scores
mentioned above are combined as a weighted sum using the logit scores as weights. For
each query, the arguments are sorted in descending order based on the weighted sum 4 .4).

4.4.2 Revised Pipeline for Experiment 2

Experiment 2 does not include a socio-demographic property in the query and therefore
aims to retrieve arguments focusing solely on content-based relevance. It therefore
does not include any kind of demographic scores. Instead, SBERT similarity scores are
computed and Topic scores are used to compute an initial ranking, from which the top 50
arguments for each query are scored by an LLM, resulting in the LLM relevance scores.
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Thus, the logistic regression trained on the train-split of the dataset takes only three
inputs for each query-argument pair, namely the SBERT scores, the topic score, and the
LLM relevance score. The expected output for the logistic regression training is 1 if the
argument matches the query based on the content and 0 if it does not. The argument’s
author’s demographic profile is not considered in any way.

After training is complete, the internal logit scores of the regressions can be used as
weights to compute a weighted sum of the feature scores mentioned, when predicting
relevant arguments for another data split. When creating a final prediction of rel-
evant arguments, the arguments are ordered descendingly based on this weighted
sum for each query.

4.4.3 Revised Pipeline for Experiment 3

Experiment 3 aims to retrieve arguments that match a query based on their content and
the socio-demographic property included in the query based on the demographic profile
of their author, without directly looking at said demographic profile. Therefore, the
content-relevance-based SBERT similarity scores and topic scores are computed, to create
an initial ranking of the arguments, which is then used to determine the top 50 arguments
for each query. These arguments are included in two different LLM prompts - one of
which aims to score the arguments based on how well they match the query based on
their content (see Appendix A.1.3), resulting in the LLM relevance scores, while the other
one aims to score the arguments based on how well their author matches the given socio-
demographic property (see Appendix A.1.4), resulting in the LLM demographic scores.

The logistic regression is therefore trained with four input features for a query-
argument pair, namely the SBERT similarity score, the topic score, the LLM relevance
score, and the LLM demographic score. The expected output for the logistic regression
is the same one as it is for experiment 1.

The regressions’ internal logit scores are used as the weights. To predict the relevant
arguments for a different data split, the weights are used to compute a weighted sum
of all four feature scores. The weighted sum is in turn used to order the arguments
descending for each query to form the final ranking of arguments for said query.



Evaluation

In the previous chapter the methods investigated for each of the research questions were
explained. This chapter will describe the experimental setup for the implementation of
each method, including the dataset and the evaluation metrics. Then, the outcomes of
the experiments will be investigated, by firstly regarding the distribution of the feature
scores, and, thereafter, evaluating the results for each experiment and each research
question based on the evaluation metrics. Finally the participation in the Perspective
Argument Retrieval shared task (Falk et al., 2024) that is linked to this thesis is introduced.

5.1 Experimental Setup

5.1.1 Task Description

The research conducted in the context of this thesis is based on a dataset of political
arguments, collected in the context of the two swiss elections from 2019 and 2023.
The data was originally collected by the voting recommendation platform SmartVote.
The combined dataset consists of roughly 47k arguments made by 3.8k politicians
concerning 247 political questions and issues (Falk et al., 2024). The raw data from
the SmartVote platform was pre-processed, the queries were annotated with socio-
demographic attributes, and the data was split into a train set, a development (dev) set
and three different test sets by the authors of the Perspective Argument Retrieval Shared
Task 2024 (Falk et al., 2024). The aim of this shared task is the investigation of different
socio-demographic perspectives in an argument retrieval setting. Therefore, the shared
task introduces three scenarios, that are equivalent to the three experiments described
in chapter 4: Scenario 1, the no perspectivism scenario is equivalent to experiment
2 investigated in this thesis, while Scenario 2, the explicit perspectivism scenario is
equivalent to experiment 1 investigated in this thesis, and Scenario 3, the implicit
perspectivism scenario is equivalent to experiment 3 investigated in this thesis. The
submission by team sévereign (Giinzler et al., 2024) resulted from the research process
for this thesis and placed second in the final ranking of the shared task (Falk et al.,
2024), the details are described in section

30
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As aforementioned, the dataset used is made up of political issues and arguments
collected during the swiss elections 2019 and 2023. The dataset is multilingual, containing
German, French and Italian language. The roughly 47k arguments and 247 political
questions and issues are divided into 5 different data splits. The train split of the data
contains roughly 21k arguments and 105 political questions, the dev split contains
roughly 5k arguments and 30 political questions, and the first test set contains roughly
6k arguments and 45 political questions. These three sets are all based on data from
the 2019 swiss election alone. For each of the sets, every political question is present
three times, once in every French, Italian and German respectively. Therefore the
train set technically only contains 35 unique questions, but has each of those questions
translated into two other languages - the same goes for the dev set and the first test
set. Test set 2 contains 40 political queries and 12758 political arguments, while test
set 3 contains 27 political queries and 2349 political arguments. These two sets contain
monolingual queries in German alone. The second test set is based on the swiss election
from 2023, while the third test set is based on an annotation study, where readers are
presented 20 arguments for each query and select those arguments that they perceive
as relevant (Falk et al., 2024).

For the perspective scenarios 2 and 3 (in this thesis experiments 1 and 3), the set
of political queries is significantly larger, as it contains every query multiple times,
annotated with a different socio-demographic attribute each time. The number of
political arguments for each split of the data is the size of the set of political arguments
that are labeled relevant to any of the queries from that set. While each argument can be
assigned to one of the data splits distinctly, the arguments are not provided in distinct
sets for each data split. Instead, for each of the three test sets, a different corpus is
provided. Every corpus contains the political arguments that belong to the train split
of the data, those that belong to the dev split of the data, and those that belong to the
current test set. However, the corpus for test set 1 does not contain any arguments that
are relevant to a query from test set 2, nor is it the other way around.

During the research process for this thesis, the data was used exactly how it was
provided by the authors of the Perspective Argument retrieval shared task. This is
partially due to the planned participation in the shared task that required strictly
following the shared task rules. After the shared task participation the datasets where
not changed in any way, so that comparability with results from the shared task would
still be assured.

Graphic 5.1 (Ginzler et al., 2024) shows an example for a perspective query and
some political arguments. Aside from the political issue the query also contains a
socio-demographic property. Each argument includes a profile of socio-demographic
properties, a topic and a stance. The graphic also elucidates in which case an argument
is relevant to a query. Arguments highlighted in green are considered relevant, because
they match based on the content and are authored by someone matching the socio-
demographic attribute given in the query. Arguments highlighted in red are considered
irrelevant, because they do not match the socio-demographic attribute given in the
query. The argument highlighted in orange does match based on it’s socio-demographic
profile, however it is not considered relevant based on it’s content and is therefore also
not considered as relevant to the query during the evaluation process.
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Query:
La Confederazione dovrebbe sostenere maggiormente gli stranieri e le straniere

nell'integrazione?
property: denomination - Evangelischreformiert/protestantisch
En": Should the confederation support foreign men and women more in their integration?

Arguments:
Est-ce a la confédération ou a I'étranger lui méme qu'incombe le devoir de s'intégrer?

property: gender - Mannlich, age - 18-34, ..., denomination - Evangelischreformiert/protestantisch, ...
topic: Immigration stance: AGAINST

En": Is it the confederation or the foreigner itself that has the duty to integrate?
Nein, aber die Kantone und Gemeinden in deren Bestreben, die Auslander bei der
Integration zu unterstiitzen.
property: gender - Mannlich, age - 65+, ..., denomination - Nicht bekannt, ...

topic: Immigration stance: AGAINST

En': No, but the cantons and municipalities in their efforts to support foreigners in their integration.
Auslander sollen sich aktiv um ihre Integration mitbemiihen

property: gender - Mannlich, age - 50-64, ..., denomination - Evangelischreformiert/protestantisch, ...

topic: Immigration stance: FAVOR

En': Foreigners should actively strive for their integration

Auslander miissen aber selber auch mehr fir ihre Integration tun.
property: gender - Mannlich, age - 18-34, ..., denomination - Nicht bekannt, ...

topic: Immigration stance: FAVOR
En": But foreigners themselves also have to do more to integrate themselves.

Politische Mitsprache fordert die Integration von Auslandern.
property: gender - Weiblich, age - 50-64, ..., denomination - Evangelischreformiert/protestantisch, ...
topic: Immigration stance: FAVOR

En": Political participation promotes the integration of foreigners.

Figure 5.1: Example for multilingual query and arguments. Relevant arguments are marked in
green, irrelevant arguments are marked in red (if they don’t match the demographic feature) or
orange (if they don’t match based on content).

5.1.2 Implementation Details

To compute the different feature scores described in chapter 4, different libraries and
tools are used. The SBERT similarity scores are computed using the SBERT sentence
embedder by Reimers and Gurevych (2019) (see also section ). Both the LLM
content relevance scores and the LLM demographic relevance scores are generated
by the Mixtral8x7b model by MistralAl (Jiang et al., 2024). Two different methods of
accessing the Mixtral8x7b model are used during different experiment within this thesis.
For some experiments, the model is run locally using Ollama' to be able to access the
model simply via a local API. In this case, the model is run using standard settings except
for the context size, which is set to 8192 tokens. During other experiments, Mixtral8x7b
is used through the HuggingChat API". Unfortunately, for these experiments none of the
internal settings are visible, which makes attempts to recreate these scores more difficult.

As Large Language Models are probabilistic models, there is a chance of the model
behaving in an unexpected way. This can lead to errors when raising and processing
the LLM relevance scores. As the scores are processed automatically in this thesis, an
error in the answer format of the LLM is problematic, if it makes the LLM’s output not
machine-readable. The HuggingChat API is also inconsistent in other ways, sometimes
returning error codes due to the network connection or due to overload. If any error
is detected, the request that lead to the failure is repeated a number of times. If one
request fails repeatedly however, the corresponding query will be assigned relevance
score of 0 for every argument, meaning the the corresponding query will be ranked
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only based on the other feature scores. A similar procedure is used for incomplete
answers, where the LLM returns relevance scores in a machine readable format but
does not include all of the arguments that it asked to include. In this case, the missing
arguments are assigned a score of 0.

Among other things, this thesis investigates different topic scores and different
ways of getting LLM relevance scores. Therefore, different strategies of computing
topic scores and LLM scores are immediately compared in the following sections. Most
of these comparisons are performed either on the dev split of the data or even on a
subset of the dev split. The findings from these small experiments are then used in
the attempt of improving results on other splits of the data, mainly the three test sets
that are investigated. As mentioned in section , both the train and the dev set
as well as the first test set are based on data from the Swiss election 2019, while the
second data is based on Swiss elections from 2023 and the third test set is based on
readers’ annotations and therefore contains a different perspective of arguments. The
differences in origin and nature of the data between the dev set and especially the
second and third test set could impair the performance when using methods on the
test sets that have proven to be effective on the dev set.

5.1.3 Evaluation Metrics

Information retrieval is often evaluated using recall and precision. Recall measures how
many of the actually relevant arguments are found by the system, while precision looks
at how many of the retrieved arguments are actually relevant. Both metrics are useful
because they give a basic idea of how well a system retrieves relevant information.

However, in the perspective argument retrieval shared task, the system does not
return a simple set of relevant arguments but instead ranks them. A key difference is
that there is no built-in cutoff point that separates relevant from irrelevant arguments.
This means that recall and precision, which are normally used for retrieval tasks, can
only be calculated at predefined cutoff points.

Because of this, precision isn’t ideal as an overall evaluation metric for the system.
Precision measures how many retrieved arguments are actually relevant, but in this
case, the system does not mark any arguments as retrieved or not retrieved — it just
ranks them. A cutoff would artificially label the arguments above it as positive and
those below it as negative, but since the system itself doesn’t define a cutoff, precision
doesn’t really fit as a main metric. That said, precision at the same cutoff points can still
be useful when comparing different approaches within the same experiment because
it is simple and easy to understand.

The same applies to recall. Normally, recall is calculated as the number of retrieved
relevant arguments divided by the total number of relevant arguments. But here, the
system doesn’t decide what is retrieved — it just ranks everything. So recall can only be
calculated at certain cutoff points. In this thesis, recall is mainly useful for evaluating
the initial retrieval step, which is based on SBERT similarity and topic scores. It’s not
really helpful for evaluating the LLM scores when looking at the entire dataset because
the LLM only ranks a small subset of arguments anyway:.

Since socio-demographic attributes of argument authors play a major role in the
experiments, it makes sense to include diversity metrics alongside relevance metrics. As
mentioned before, the system is purely a ranking system and does not actually predict
relevance, which is a direct result of how the shared task is formulated. Because of
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this, it is better to use ranking-based metrics instead of traditional retrieval metrics.
The shared task organizers use four metrics: two for relevance (NDCG and precision)
and two for diversity (alpha-NDCG and KL divergence).

NDCG is the main metric for evaluating ranking performance. It is designed
specifically for ranking tasks because it assigns higher weight to arguments ranked
at the top. Like precision, it is also calculated at predefined cutoff points, but because
it discounts lower-ranked arguments, it is more flexible and less dependent on where
the cutoff is set. Precision, while not ideal for a ranking task, is still useful because
it is easy to interpret, and computing it at multiple cutoff points can help understand
how well the ranking performs.

For diversity, alpha-NDCG is a modified version of NDCG that penalizes repeated
occurrences of the same socio-demographic group. If a group appears multiple times
in the ranking, their scores are reduced, meaning that a high alpha-NDCG score
suggests a more diverse ranking. However, since it is still based on NDCG, it depends
heavily on how well the system ranks relevant arguments. KL divergence, on the other
hand, compares the distribution of socio-demographic groups in the predicted relevant
arguments with their distribution in the whole dataset. A low KL divergence means that
the demographic distribution in the ranked arguments is similar to that of the entire
dataset, which is often seen as a sign of fairness. The shared task organizers suggest
that a high KL divergence could mean the model is biased towards dominant groups,
but it could also mean that underrepresented groups are getting more visibility — which
arguably might be desirable in a more diverse ranking.

In the shared task, all metrics are computed at cutoff points 4, 8, 16, and 20, meaning
that only a small number of arguments are considered in each evaluation.

The evaluation in this thesis follows the same metrics as the shared task for several
reasons. First, it allows for a direct comparison between the methods tested in this thesis
and those developed by other shared task participants. Second, the system is purely a
ranking system, meaning there is no way to automatically determine a cutoff between
relevant and irrelevant arguments. Third, NDCG is the most suitable metric for this
type of task, as it is specifically designed for ranking problems. Precision, while not
as meaningful for ranking, is still useful because of its simple interpretation. Alpha-
NDCG provides some insight into diversity but, since it is still an NDCG-based metric,
it does not give a complete picture of diversity on its own. KL divergence, on the other
hand, shows whether the demographic distribution of the ranked arguments differs
significantly from the full dataset. However, since a high KL divergence could indicate
either bias towards dominant groups or increased representation of minorities, it does
not necessarily give a clear answer about how diverse a ranking actually is.

While these diversity metrics help in analyzing demographic representation, they
are not enough to make strong claims about diversity. Since diversity is not a main
research question in this thesis, it is not the primary focus of the evaluation.

In addition to computing NDCG, precision, alpha-NDCG, and KL divergence at
cutoffs 4, 8, 16, and 20, for some predictions, precision and recall are plotted across cutoff
points from 1 to 50. This helps to better visualize how different ranking methods com-
pare.
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5.2 Experimental Outcomes

This section aims to evaluate the different feature scores and methods investigated
in this thesis with the goal of answering all three research questions. Therefore, in
the following, the feature scores used in the final pipeline for each of the experiments
are looked at more closely, to showcase possible differences and similarities in the
distribution of the different feature scores. Then, the research questions are addressed
one at a time, by evaluating all methods that were investigated in the context of
answering the respective research question. Finally, the system that was submitted
to the Perspective Argument Retrieval shared task (Falk et al., 2024) is presented and
evaluated in comparison to other submissions.

5.2.1 Feature Score Distributions

This section aims to showcase the distribution of the feature scores that are used in
the pipeline for any of the experiments 1, 2, or 3.

Experiment 1

For experiment 1, four different feature scores are used to predict relevant arguments.
These are the SBERT similarity scores, the topic scores, the explicit demographic scores,
and the LLM relevance scores.
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Figure 5.2: Distribution of SBERT similarity scores

Graphic 5.2 shows the distribution of the SBERT similarity scores for each data split.
Generally, the distribution is similar for each split of the data with the median ranging
from 0.280 for the first test set to 0.321 for the third test set. The SBERT similarity scores
are roughly normally distributed. However, as aforementioned, during the evaluation of



5. Evaluation 36

Split Score (%)
1 (Author Matches Demographic) 0 (Author Doesn’t Match Demographic)
Dev Set 17.727 82.273
Test Set 1 18.162 81.838
Test Set 2 13.448 86.552
Test Set 3 18.295 81.704
Train 17.921 82.079

Table 5.1: Distribution of scores across different dataset splits, indicating the percentage of cases
where the author’s demographic matches or does not match the target demographic.

the predictions for each of the experiments, the different metrics are mostly computed
only for the top 20 highest ranking arguments for each query. Therefore, most of
the time, only the very upper end of the score distribution will be considered in the
evaluation of the final ranking. The maximum similarity for one query-argument pair
ranges from 0.922 on the dev set to 0.938 on the train set.

Table shows the distribution of the explicit demographic scores. The explicit
demographic score for a query-argument pair is 0 if the argument’s author does not
match the socio-demographic property given in the query, and 1 if it does. The table
indicates that on average per query between 13.4 and 18.3 percent of the arguments
match the query based on their author’s demographic profile. For the first experiment
this means that on average between 81.7 and 86.6 percent of the arguments can effectively
be filtered out both from the predictions. These scores also give some insight concerning
the third experiment, in which the demographic profiles of the arguments’ authors
are not available. Instead, to predict whether the argument matches the demographic
feature, an LLM is prompted to score the top 50 most relevant arguments based on their
demographic matching. As, on average and varying depending on the dataset, only
around 15% of arguments match the demographic property that is asked for in the query,
on average only around 8 of the arguments 50 arguments judged by the LLM will match
the demographic property given. As the different evaluation metrics are regarded up to
rank 20 this is a limitation to the Demographic LLM scores that cannot be neglected.

The topic scores try to predict the topic of a query from the highest ranking arguments
based on SBERT similarity scores. In section different approaches to compute the
topic scores are introduced that differ mainly in the way the positions of arguments
within the top 50 ranking are weighted towards the topic scores. All topic scores are
normalized, thus range from 0 to 1. Additionally, for one query, the scores assigned to
all individual topics add up to 1. Therefore, a score of 0 is assigned to a topic if that topic
is ruled out to match the regarded query based on the current approach. A score of 1, on
the other hand, implies that all other topics are ruled out from matching the regarded
query based on the current approach. Scores strictly between 0 and 1 occur only if the
approach used considers multiple topics as possible relevant to the query. Generally a
high density in 0-scores is expected, as it is highly unlikely that all different topics occur
in the top 50 arguments based on SBERT similarity scores for any query. Therefore, some
topics will always be ruled out by all of the approaches and receive a topic score of 0.

The earliest version of the topic scores, the binary topic scores, per definition only
assigns score other than 0 to a single topic, predicting the most likely topic. A strategy
like this immediately rules out all relevant arguments if the wrong topic is predicted
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Distribution of Topic Scores per File (Histogram)
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Figure 5.3: Different Topic score approaches.

for any query. The other approaches to compute topic scores aim to solve this issue
by allowing less polarized distributions in ambiguous situations. Graphic 5.3 shows
the distribution for each of the computation approaches. While the newer approaches
produce values other than 0 and 1, the distributions are still strongly polarized with
a strong tendency towards the scores 0 and 1.

The scores used to compute the final predictions for each experiment are the relative
topic scores. Graphic 5.4 shows the distribution of the relative topic scores for the different
splits of the data. It shows the most polarized distribution for the dev set. The scores
for the train set and for the first test set also show strong tendencies towards scores 0
and 1. The arguments and queries from these three sets were all collected in the same
context (Falk et al., 2024). As expected, test sets 2 and 3 show a high concentration
of the score 0, however both distributions are much more diverse. Especially the
distribution for test set 3 shows a very low tendency towards a score of 1, which
indicates ambiguity for nearly every query.

The LLM scores used for the final predictions for each experiment predicts LLM
relevance scores only for the top 50 arguments for each query. Graphic shows
the distribution of those 50 topic scores for each split of the data. The means of the
distributions range from 0.55 on test set 3 to 0.66 on the dev set. The median is 0.7 for
every set but the third test set, which has a median of 0.6. Test sets 2 and 3 exhibit lower
scores than the train set, the dev set and the first test set. It is worth noting that any
argument that is provided in the prompt to the LLM but is not included in the LLM
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Figure 5.4: Topic scores across different test sets
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Figure 5.5: Distribition of the LLM relevance scores across the top 50 arguments for each query
across different test sets for experiment 1
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answer receives an LLM relevance score of 0. Therefore, lower scores as seen for test
sets 2 and 3 could also arise from more incomplete model answers.

Experiment 2

The second experiment does not include a demographic property in the query and
therefore does not compute any kind of demographic score. Therefore, there are three
scores computed for experiment 2. These are the SBERT similarity scores, the topic
scores and the LLM relevance scores.
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Figure 5.6: Distribution of SBERT similarity scores for experiment 2

Graphic 5.6 shows the distribution of the SBERT similarity scores for each split of the
data. While the distribution does differ from the distribution for experiment 1 shown
in graphic 5.2, the relative distribution shown in the boxplots is exactly the same for
experiments 1 and 2. This is because the SBERT similarity scores only consider the texts
of the queries and the arguments themselves. Experiment 1 uses the same queries as
experiment 2, where every query is used multiple times annotated with a different
demographic property every time. Because the demographic property is not considered
in the SBERT similarity scores, the similarity scores for experiment 1 are effectively the
same scores as for experiment 2, computed multiple times, once for every demographic
property. This explains the difference in absolute numbers resulting in the same boxplot.

Graphic 5.7 shows the relative topic scores for experiment 2. All variants of topic
scores are computed on the top 50 ranking arguments based on SBERT similarity scores.
Therefore, just like the SBERT similarity scores, the topic scores do not depend on any
socio-demographic aspects. Thus, the distribution of topic scores between experiment 1
and experiment 2 differs only in absolute numbers. Graphics 5.4 and 5.7 use absolute
frequencies for each the topic scores, which is why both graphics look identical, only
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Figure 5.7: Relative topic scores across different data splits for experiment 2

differing in the y-axis scale. As mentioned above, for the dev set, the train set and the
first test set, the topic scores show strong polarization indicating rather unambiguous
topics. Test set 2 and especially test set 3 show less tendency towards the topic score
1, indicating more ambiguous topics.

Just like in experiment 1, the LLM relevance scores are only computed on the top 50
arguments for each query (shown in graphic 5.2). However, in the second experiment,
the top 50 are determined based on SBERT similarity scores and topic scores alone, as
opposed to the first experiment, where the top 50 arguments are determined using
SBERT similarity scores, topic scores and explicit demographic scores. This means that in
the second experiment the arguments are selected purely based on content relevance
measures and are therefore likely more relevant. This shows in the LLM relevance scores
that are overall significantly higher than they are in the first experiment. While the mean
during experiment 1 was ranging from 0.556 to 0.662, for the second experiment it is
ranging from 0.722 for the train set to 0.827 for the dev set. For the first experiment the
LLM relevance scores for test sets 2 and 3 were significantly lower compared to the other
splits of the data. This trend is not visible during the second experiment. Instead the
scores for the dev set are significantly higher compared to every other split of the dataset.

Experiment 3

The third experiment does include a demographic property in the query but does not
consider the demographic profile given about each argument’s author available. To
compute a prediction for experiment 3, four scores are computed. Similar to experiments
1 and 2, the SBERT similarity score, the topic score and the LLM relevance score are
computed. As a demographic property is given in the query but the demographic
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Figure 5.8: Distribition of the LLM relevance scores across the top 50 arguments for each query
across different test sets for experiment 2

profiles are not considered, for experiment 3 Demographic LLM scores are used instead
of explicit demographic scores.

Because the queries for experiment 3 include a demographic property, the same set
of queries is used as for experiment 1. As aforementioned, neither the SBERT similarity
scores, nor the topic scores depend in any way on the demographic properties of queries
or arguments. Hence, the SBERT similarity scores and the topic scores used for the third
experiment are exactly the same scores as in experiment 1.

For experiment 3, both the LLM relevance scores and the Demographic LLM scores
are computed for the top 50 arguments of an initial prediction. Because no demo-
graphic information about the arguments’ authors are available, this initial prediction
in experiment 3 is based on the topic scores and the SBERT similarity scores alone, just
like it is in experiment 2. As explained, the set of queries for experiments 1 and 3 is
based on the set of queries from experiment 2, the only difference being that every
query is included multiple times annotated with different demographic aspects. Because
the LLM relevance scores do not consider demographic aspects, and because they are
effectively based on the same initial ranking, the distribution of the LLM relevance
scores for experiment 3 is essentially the same as the distribution for experiment 2, only
differing in absolute numbers. Therefore, the LLM relevance scores for experiment 3 are
generally quite high, with especially high scores on the dev set (as shown in graphic

), just as described for experiment 2.

Graphic shows the distribution of the Demographic LLM scores for every split of
the data. As aforementioned, the Demographic LLM scores are computed only for the top
50 arguments per query, which is why graphic only includes these arguments. The
means range from 0.621 on the train set to 0.749 on the dev set. The highest Demographic
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Figure 5.9: Distribition of the LLM relevance scores across the top 50 arguments for each query
across different test sets for experiment 3
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Figure 5.10: Distribition of the demographic LLM scores across the top 50 arguments for each
query across different test sets for experiment 3
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LLM scores are distributed for the dev set, while the train set and second test set receive
lower scores. As mentioned above the amount of demographically matching arguments
for each query is lowest on the second test set (see table 5.1), which could explain the
lower Demographic LLM scores. However, the low Demographic LLM scores for the train
set and the higher scores for the dev set cannot be explained with this logic.

5.2.2 Research Question 1

Research question 1 aims to investigate the usage of LLMs in an argument retrieval
process. Due to the high computational cost of LLM inference, the LLMs are deployed
only in the reranking step of a two-stage retrieval pipeline. To comprehensively answer
research question 1, this section will focus on the reranking step of the two-step retrieval
pipeline for experiments 1 and 2, analyzing the usage and effectiveness of LLM relevance
scores. However, as the initial retrieval step of the two-step approach will serve as a basis
for all LLM scores computed throughout this thesis by determining the 50 arguments
passed to the LLM, it will also be analyzed in this section.

First, the two-step retrieval pipeline for experiment 1 will be analyzed, including a
detailed analysis of the content- and demographic-based methods used in the initial
retrieval step and of the different variations of LLM scores used in the reranking step.
The analysis for experiment 1 also includes reviewing the overall results of the two-step
pipeline on all different test sets. Subsequently, the performance of the relevance-based
retrieval methods and the LLM relevance scores on experiment 2 is evaluated.

Experiment 1

The goal of experiment 1 is to retrieve arguments that are relevant to a query, which
includes a demographic property, based on the argument’s content and its author’s
demographic profile. The pipeline for this experiment involves SBERT similarity scores,
which are introduced by (Falk et al., 2024) as a baseline for the Perspective Argument
Retrieval shared task and are thus considered the baseline throughout experiments 2
and 3 in this thesis as well. It also involves the explicit demographic scores, which are
used to effectively filter out all arguments that do not match the demographic property
given in the query. For experiment 1, the combination of SBERT similarity scores and
explicit demographic scores is considered the baseline.

Aside from these scores, the pipeline also involves topic scores during the initial
retrieval step as well as LLM relevance scores for the reranking step. These feature scores
are not only used for experiment 1 but rather thoughout all experiments and research
questions investigated in this thesis. However, the development of the topic scores and
the LLM relevance scores, where different variations were tested and compared, was
conducted mostly during experiment 1. Therefore, in following, the different variations
of the topic scores and the LLM relevance scores are analyzed, before the performance of
an LLM supported retrieval pipeline across all splits of the data set is evaluated.

Topic Scores This section evaluates the performance of the different topic scores
introduced. For the evaluation, each variation of topic scores is combined with the
baseline for experiment 1 consisting of the SBERT similarity scores and the explicit
demographic scores to calculate a predicition on the dev split of the data. Both the
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relevance metrics (NDCG precision) and the diversity metrics (alpha-NDCG & kl-
divergence) are computed at ranks 4, 8, 16, and 20.
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Figure 5.11: NDCG and alpha NDCG for the different topic scores. Blue is the baseline without
topic scores, yellow includes binary topic scores, green includes relative topic scores, red includes
hyperbolical weighted topic scores, purple includes linear weighted topic scores and brown
includes SBERT weighted topic scores

Graphic representatively shows the NDCG (a) and the alpha-NDCG (b) results
for each of the topic score variations. The graphs for both NDCG and alpha-NDCG
show an improvement for any version of the topic scores compared to the baseline
method. The graphs also show a slightly better performance of relative topic scores,
hyperbolical weighted topic scores, linear weighted topic scores, and sbert weighted topic
scores compared to the binary topic scores in terms of NDCG and alpha-NDCG. However,
comparing the relative topic scores, the hyperbolical weigthed topic scores, the linear
weighted topic scores, and the sbert weighted topic scores, no difference can be observed
on either NDCG and alpha-NDCG. Similar effects can be observed for precision and
kl-divergence (see appendix A1). Since there is no noticeable difference between the
topic score variations except for the binary topic scores, for any upcoming experiment,
the relative topic scores will be used.

Task Modes This section compares the two task modes used when prompting the
LLM. Two styles of prompts were tested - one, where the LLM was asked to return the
reranked list of arguments, and one, where the LLM was asked to return a score for
each argument based on it’s relevance to the query to then order the arguments based
on these relevance scores. Both approaches are compared to the baseline scenario for
experiment 1 based on NDCG, precision, alpha-NDCG and KL-divergence at ranks 4,
8, 16, and 20. The results are computed on the dev split of the data.

Graphic compares the relevance and diversity metrics for each of the task
modes with the baseline method. For both NDCG and precision, both LLM reranking
approaches improve the relevance of the predictions at all ranks, while the list-based
reranking yields a better performance than the score-based approach. Concerning
the diversity, the picture is less uniform. While alpha-NDCG shows a similar trend,
where LLMs, especially the list-based approach generally improves the results, with
one exception at rank 4, where the baseline receives better results than the score-based
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Figure 5.12: Relevance and diversity metrics for different task modes regarding the LLM. Blue is
the baseline, yellow is a ranking based on LLM relevance scores, green is a ranking based on the
list-based reranking approach

approach, the KL-divergence suggests a different trend, where the baseline achieves a
lower divergence than both LLM scores and the score based approach receives the
highest scores at all ranks.

The two general trends that can be observed in the graphs for NDCG and alpha-
NDCG, which, due to the ranking-nature of the task are considered the most cru-
cial metrics, are:

1. LLM-based reranking approaches mostly improve the results compared to the base-
line. 2. List-based reranking results yield greater improvement than score-based meth-
ods.

Because of the higher flexibility of LLM-scores compared to list-based rankings, fur-
ther investigation focuses mainly on the LLM-scores rather than the list-based approach
- even though the list-based approach yields better performance on all metrics evaluated.

Window Sizes Figure 5.15 compares the NDCG for different window sizes, while
graphic 5.14 compares the NDCG for the sliding window approach with sliding window
size 50, step size 20 and a context window of size 100. Generally the results are
inconsistent. At the top ranks the baseline performs better than the different reranking
approaches, while for NDCG at higher ranks the reranking of window sizes form 40 to
60 achieves the best results. The investigates sliding window approach achieves similar
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results compared to simple reranking with window size 50. Because for window sizes
of around 50 arguments the best results are achieved and because the sliding window
approach despite a more complex implementation does not achieve results significantly
better or worse compared to the standard reranking approach, a window size of 50
arguments per query is adapted for all following experiments.

Score-based reranking Above, the different variations of topic scores and LLM-based
reranking methods were explored for experiment 1 on the dev split of the data. In the
following, the findings will be applied to the different test splits of the data. For the
test-sets 1, 2, and 3 the baseline method is compared against the use of topic scores
with the baseline (representing the initial retrieval step) and the use of LLM relevance
scores to rerank the top arguments.
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Figure 5.15: Relevance metrics for score-based reranking on the first test set

Graphic shows the relevance metrics for the comparison on test set 1. The
NDCG in Figure (a) shows that both the initial retrieval step including the topic
scores and the final ranking reordered based on the LLM relevance scores perform better
than the baseline. However, the LLM reranking approach yields worse NDCG results
at all ranks compared to the retrieval step using only the baseline and the topic scores.
The precision metric in Figure (b) gives insights as to where the approaches differ.
While the LLM ranking approach has better precision at most ranks, the approach based
on the baseline method and the topic scores achieves slightly higher precision at rank
4. This suggests that the LLM ranking can benefit the overall ranking especially at
lower ranks. However, there seem to be some effects, where the LLM ranking includes
disproportionately more mistakes at the highest ranks compared to the baseline and
the baseline including topic scores.

Similar tendencies compared to those observed on test-set-1 can also be found for
test-set-2. While both the combination of baseline method with topic scores and the
LLM ranking score achieve better relevance metrics than the baseline, the combination
of baseline and topic scores achieves higher NDCG at all ranks compared to the LLM
ranking approach (see graphic (a)). However, as graphic (b) shows, the precision
for the LLM ranking approach is higher at all ranks, even at the lowest rank investigated,
which is 4. As the NDCG weighs the top ranks higher than lower ranks, these results
suggest that the LLM ranking approach performs worse compared to the combination
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Figure 5.16: Relevance metrics for score-based reranking on the second test set

of baseline and topic scores only for the very highest ranking arguments at ranks 1
and 2. This is because these ranks have the most impact on the NDCG value at all
ranks it is computed, but the same impact on precision as e.g. ranks 3 and 4 for the
computation of the precision metric at rank 4.
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Figure 5.17: NDCG for score-based reranking on the third test set

The results on test set 3 significantly differ from those described for the first two test
sets. While on this set the combination of topic scores with the baseline methods yields a
slight improvement over the baseline methods results, the usage of LLM ranking makes
a much greater improvements compared to the other methods at all ranks. Graphic 5.17
shows this for NDCG, a similar effect can be observed for alpha-NDCG and precision
as well. All detailed results for test set 3 can be found in appendix A5.
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It is worth noting that the overall results for the third test set, even when using
the LLM ranking approach, are generally lower compared to the results for test sets 1
and 2 across the important metrics. The largest differences can be found concerning
the baseline and the combination of baseline and topic scores. The shortcoming of
these initial retrieval methods could be a reason for the strong improvement achieved
by using the LLM scores, because they leave more room for improvement. Also, as
aforementioned, the results for test set 1 and 2 indicate, that the LLM ranking approach
makes disproportionately many mistakes at the highest ranks. This supposed effect,
however, might have a smaller impact in comparison to the baseline if the baseline itself
yields worse results and makes more mistakes at all ranks.

While the test sets 1 and 2 as well as the train and dev set collect arguments from
the Swiss elections 2019 and 2023 directly from different politicians, the arguments
for test set 3 were collected through an annotation study (Falk et al., 2024). Therefore,
the arguments in test set 3 might have a different perspective compared to arguments
from the other corpora. The results suggest, that this change of perspective might be
a bigger issue concerning the SBERT similarity scores or even the topic scores than it
is when looking at the LLM relevance scores. Aside from the change of perspective
it is also possible that test set 3 might focus on different topics or differentiate from
the other data sets in another way, which might lead to the significant differences
found concerning the performance of the LLM ranking compared to the combination
of baseline method and topic scores.

All three test sets suggest that the LLM ranking approach could be helpful to improve
results in an argument retrieval process. While the LLM-based approach mainly improves
results on the higher ranks while sometimes still producing worse results at the top
ranks, the LLM ranking approach significantly improves the results on all metrics for
the third test set, which seems to be more difficult for the SBERT baseline.

Experiment 2

This section applies the findings concerning the topic scores and the LLM relevance
scores to experiment 2, which aims to find arguments that are relevant to a query
based on their content alone, without any requirements concerning the arguments’
authors’ socio-demographic attributes. Therefore, on each of the test sets, the baseline
method consisting of only the SBERT relevance scores is compared with the initial
retrieval step combining the baseline method with the topic scores, and the LLM ranking
method, which uses LLM relevance scores to rerank the top 50 arguments from the initial
retrieval step for each query. For each subset of data the relevance metrics, NDCG
and precision, as well as the diversity metrics, alpha-NDCG and KL-divergence, are
computed at ranks 4, 8, 16, and 20.

Graphic (a) shows the NDCG results on test set 1. It shows that the LLM
reranking approach can achieve slightly better results than the baseline methods with
topic scores, which in turn achieve better results than the baseline alone. However, for
this test set, the differences are marginal, for the NDCG at rank 4 there is no difference,
because both the initial retrieval step with baseline and topic scores and the LLM
reranking achieve the maximum results. Similar observations can be made concerning
the precision. Interestingly, the alpha-NDCG value differs significantly from the NDCG
in experiment 2. The LLM reranking achieves worse alpha-NDCG at all ranks compared
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Figure 5.18: NDCG and alpha-NDCG for score-based reranking in experiment 2 on the first test
set.

to the baseline with topic scores, at rank 4 even the plain SBERT baseline achieves
higher alpha-NDCG than the LLM reranking approach.
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Figure 5.19: NDCG and alpha-NDCG for score-based reranking in experiment 2 on the second
test set.

For test set 2 the LLM ranking approach achieves better results than both the baseline
and the baseline with topic scores across the relevance metrics and alpha-NDCG as
shown in graphic 5.19 (a & b). Interestingly, the initial retrieval step including the
topic scores performs worse than the SBERT baseline up to rank 8 on both NDCG
and alpha-NDCG.

Graphics 5.20 (a & b) show NDCG and precision for experiment 2 on test set 3. On
this test set, the inclusion of topic scores performs significantly worse than the standard
SBERT baseline at all ranks, while the LLM ranking shows similar results compared
to the baseline, only showing significantly better results towards the higher ranking
arguments for NDCG at 16 and at 20 respectively. As the LLM relevance scores, which
are the bases of the LLM reranking approach, are computed on the initial retrieval step,
which is made up of the baseline combined with the topic scores, it is plausible that
the weak performance of the topic scores has a negative impact on the LLM reranking
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Figure 5.20: NDCG and precision for score-based reranking in experiment 2 on the third test set.

approach as well. Analyzing NDCG and precision at rank 4 even shows an effect opposite
to the effect described for experiment 1 at test sets 1 and 2. While in experiment 1 an effect
was observed, where the LLM had a higher error rate towards the top ranking arguments
compared to the baseline with and without the topic scores, the results given in graphics

(a & b) suggest, that the LLM ranking in fact is more precise than the baseline for
the very highest ranking arguments, because the NDCG at rank 4 is higher for the LLM
ranking approach, even though the precision at rank 4 is similar for both approaches.
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Figure 5.21: Average precision and recall plotted for the top 50 arguments per query

Graphic shows the average precision and recall plotted for the top 50 arguments
per query. The graphs show significantly higher average precision and recall at rank 50
for the baseline with topic scores compared to the plain sbert baseline. This suggests
that the bad performance of the topic scores on test set 3 should not have had an adverse
effect on the LLM reranking, as the LLM relevance scores were computed for 50 arguments
with relatively high recall compared to the top 50 arguments of the SBERT baseline.

5.2.3 Research Question 2

Research question 2 targets the usage of LLMs in an argument retrieval process for an
author profiling task. Therefore, the findings from research question 1 will be applied to
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experiment 3, which involves finding arguments that are relevant to a query based on
both the content and the demographic properties of the argument’s author. In contrast
to experiment 1, for experiment 3 the demographic profile of the author will not be
regarded whatsoever - instead, the Demographic LLM scores are used to predict the
demographic match based on the content of the argument alone. In the following, this
approach in combination with the findings concerning the argument retrieval process
from research question 1 will be investigated on experiment 3.

Experiment 3

The approach investigated in experiment 3 is heavily based on the results concerning the
usage of LLMs in in argument retrieval process for relevance based retrieval. Therefore,
the relevance-score-based approach evaluated in the following section strongly resem-
bles the relevance score based approach investigated during research question 1. The
Demographic LLM scores are predicted by an LLM to predict how well an argument’s
author matches a given socio-demographic property. In the following, a ranking based
on these Demographic LLM scores will be predicted for each of the test-split of the data.
This will be compared to the baseline based on SBERT and to the initial retrieval step
including the topic scores and the SBERT baseline. Additionally, for every dataset, a
prediction based on both the Demographic LLM scores and the LLM relevance scores is
evaluated, which is created, by adding all scores together and ranking them in descending
order. For the evaluation on teach test set the relevance metrics, NDCG and precision,
as well as the diversity metrics, alpha-NDCG and KL-divergence, are evaluated.
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Figure 5.22: NDCG and alpha-NDCG for Demographic-LLM-score-based rerank on test set 1

Graphic shows the results for NDCG (a) and alpha-NDCG (b) for experiment 3 on
the first test set. The ranking based on Demographic LLM scores improves the relevance
and diversity metrics compared to the baseline with and without topic scores at every
rank it is computed. The graphics also show that including both the Demographic LLM
scores and the LLM relevance scores in the reranking step can yield even better results.

Graphic shows NDCG for test set 2. For NDCG computed at ranks 16 and 20
there is a slight tendency, where the approaches involving LLM reranking perform
better than the baseline approaches. For NDCG at 4 and NDCG at 8, no such tendency
can be observed. Even the tendency observed for the higher ranks for test set 2 is
based of marginal differences in the scores.
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Figure 5.23: NDCG for Demographic-LLM-score-based rerank on test set 2
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Figure 5.24: NDCG and alpha-NDCG for Demographic-LLM-score-based rerank on test set 3

Graphic 5.24 shows NDCG (a) and alpha-NDCG (b) for test set 3. As already
observed for the third test set in experiment 2, the inclusion of topic scores yields
significantly worse results compared to the plain SBERT baseline. The inclusion of
LLM relevance scores combined with Demographic LLM scores improves the results
significantly. However, the investigation of experiment 2 on the third test set shows
that the LLM relevance scores alone can already yield a comparable improvement. As
the reranking using Demographic LLM scores is performed based on the initial retrieval
step, which combines the topic scores with the SBERT baseline, the Demographic LLM
scores do improve the ranking. However, the final ranking based on the Demographic
LLM scores still achieves slightly lower results than the baseline, on NDCG, alpha-
NDCG and also precision.
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: Weight
Experiment
SBERT Topic Demographic Demographic LLM LLM Relevance
Experiment1 8555  1.356 10.069 1.027
Experiment2  7.933  0.390 1.966
Experiment3  1.158  0.713 0.610
Experiment4 7.061  4.085 0.082 -0.436

Table 5.2: Weights for different features across multiple experiments based on logistic regression

It can not be shown that the Demographic LLM scores investigated as a means
to utilize LLMs in demographic relevance prediction can consistently deliver useful
information that can be used to improve perspective argument retrieval tasks or fulfill
similar purposes. However, the investigation shows that Demographic LLM scores and
LLM relevance scores can possibly be combined to produce valuable results. While the
gaps between the results on some of the test sets are marginal, the combination of De-
mographic LLM scores and LLM relevance scores can generally be considered the supreme
approach, achieving the best results across the majority of the metrics computed.

5.2.4 Research Question 3

Research question 2 shows promising results for the combination of multiple different
LLM scores, namely the Demographic LLM scores and the LLM relevance scores.
Research question 3 therefore aims to investigate combining the different feature scores
available for each experiment. For every experiment, the logistic regression is trained
on the train split of the data for all feature scores available. In the following sections the
weights resulting from the logreg will be introduced, before the logreg will be applied
to each experiment and compared with the methods introduced prior.

Logistic Regression weights

This section will describe the weights that were gained from training the logistic
regression and used to calculate a weighted sum of all available feature scores to gain a
final prediction. For every prediction the logistic regression gets the feature scores for
one query-argument pairing as an input and predicts a binary gold-relevance score as
an output. After training, the internal logit scores are used as weights to compute the
weighted sum. These logit scores are described for every experiment in this section.
For experiment 1 there are four feature scores available: the SBERT similarity score,
the explicit similarity score, the topic score, and the LLM relevance score. The logistic
regression is trained to predict the gold-score for each query-argument pairing for these
four input features. The internal logit scores after training that are used as weights
for a weighted sum are shown in table 5.2. For experiment 2 the input features are the
SBERT similarity score, the topic score and the LLM relevance score. The logit scores are
shown in table 5.2. Experiment 3 has the same three input features as experiment 2, the
weights are shown in table 5.2. However, as shown in research question 2, combining
the different LLM scores for demographic and content relevance might yield even better
results compared to focusing on either one of them. Therefore, for experiment 3, another
logistic regression is computed with four input features, as in experiment 1, but it with



5. Evaluation 55

the Demographic LLM scores instead of the explicit demographic scores. The input features
for experiment 3 are SBERT relevance score, topic score, Demographic LLM score, and LLM
relevance score. The weights derived from the logreg are depicted in table 5.2).

The scores show that the explicit demographic score as well as the SBERT similarity
score mostly get assigned significantly higher weights than the other feature scores. The
high explicit demographic scores lead to them overpowering all other feature scores. This
is reasonable as the explicit demographic scores are introduced as an alternative to strictly
filtering out arguments that do not match the demographic feature. With the high weight
and looking at the top-part of the ranking only, the explicit demographic scores achieve
the same effect as this filtering. The very high weight for the SBERT similarity scores
shows that the scores are often valuable for predicting relevant arguments. The fact that
the weight is oftentimes so much higher than it is for the topic scores or the LLM relevance
scores might be due to the more fine-grained distribution of the SBERT similarity scores.

For experiment 3, the weights for the approach including both Demographic LLM
scores and LLM relevance scores show a very small weight for the Demographic LLM score
and a negative weight for the LLM relevance score. However, in research question 2, the
combination of both LLM scores, achieved the best results across most of the metrics.
The fact, that the logistic regression is trained for all query-argument pairs from the
train split of the data can be challenging here, because it means that for every query
about 40.000 quadruples of feature scores are regarded, even though both LLM scores
were only predicted for 50 arguments per query and the evaluation mostly regards only
the top 20 arguments for each query. Brief testing on training the logistic regression
only on the top arguments for each query however has shown inconsistent weights that
mostly produce even worse results regarding the evaluation metrics. A higher quantity
of LLM scores for each query might help producing more sensible weights from the
logistic regression but is not further investigated in this thesis.

Experiment 1

Graphic compares the NDCG scores for the SBERT baseline, the baseline with topic
scores, and the LLM ranking with the weighted sum using the logistic regression on the
dev set (a), test set 1 (b), test set 2 (c), and test set 3 (d). On the dev set as well as test
sets 1 and 2 the approach using the logistic regression achieves significantly stronger
NDCG scores compared to the LLM ranking approach investigated during research
question 1. While the difference between the baseline with topic scores compared to the
weighted sum of all scores is relatively small, on test sets 2 and 3 the logistic regression
achieves significantly higher NDCG values compared to all other methods investigated.
On the third test set, both the LLM ranking investigated in research question 1 and the
weighted sum using logistic regression weights achieve significantly stronger NDCG
results compared to the baseline with and without topic scores. However, the weighted
sum using logistic regression weights achieves lower scores for NDCG computed at
ranks 4 and 8 and only achieves similar scores for NDCG at ranks 16 and 20.

Experiment 2

Graphic compares the NDCG scores for the SBERT baseline, the baseline with topic
scores, and the LLM ranking with the weighted sum using the logistic regression on
the dev set (a), test set 1 (b), test set 2 (c), and test set 3 (d). For the dev set and test set
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Figure 5.25: NDCG for weigthed sum approach across different sets for experiment 1

1, the weighted sum mostly achieves the best results, improving even over the LLM
ranking approach except for the NDCG at ranks 4 and 8 for the dev set. On test set 2,
the weighted sum approach still achieves significantly better results than both baselines,
however it scores slightly lower than the LLM ranking approach, especially for NDCG
computed at the top ranks. On the third test set the NDCG scores for the weighted sum
are significantly lower compared to the LLM ranking approach. For NDCG at ranks 4
and 8, even the SBERT baseline achieves higher scores than the weighted sum approach.

Experiment 3

Graphic 5.27 compares the NDCG scores for the SBERT baseline, the baseline with topic
scores, and the LLM ranking appoaches with the weighted sum approaches using the
logistic regression on the dev set (a), test set 1 (b), test set 2 (c), and test set 3 (d). Both for
the LLM ranking approach and for the weighted sum approach, two different variations
are tested. The implicit demographic-score-based rerank and the implicit demographic
score logreg include only the Demographic LLM scores but not the LLM relevance scores.
The LLM demographic + LLM relevance as well as the implicit demographic score + LLM
rerank score logreg on the other hand include both the Demographic LLM scores and
the LLM relevance scores. For the dev set and for test set 3 the differences between the
results are only marginal, none of the approaches can be identifies as the best across
all of the ranks NDCG is computed at. For the dev set however, the approach were
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Figure 5.26: NDCG for weigthed sum approach across different sets for experiment 2

Demographic LLM scores and LLM relevance scores are combined is missing, which turns
out to be the strongest approach on test sets 1 and 3. The weighted sum combining
both LLM scores achieves low scores across the board and is, with the exception of
the dev set, consistently beaten by all other approaches involving LLM scores, only
beating the baseline methods occasionally.

Overall, the approach using weighted sums with weights based on a logistic re-
gression yields rather mixed results. In the first experiment, the results are promising.
However, in the second experiment the weighted sum approach can not provide a clear
advantage compared to other methods, while in the third experiment especially the
weighted sum including both LLM scores achieves significantly lower results compared
to the other approaches involving LLMs.

Moreover, the effectiveness of the weighted sum approach varies strongly with the
dataset in question. Particularly noticeable are the bad results for the logistic regression
approaches on the third test set, while the approaches show stronger performances on
the dev set and on test set 1. This is not surprising, because the dev set and test set 1
as well as the train set used to train the logistic regression function are all split from
the same original dataset of political arguments from the Swiss election 2019. Test set 2
originates from political arguments from a different Swiss election while test set 3 was
created through an annotation process with readers (Falk et al., 2024). The arguments
for test set 3 are therefore likely different from the arguments in the train set, leading
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Figure 5.27: NDCG for weigthed sum approach across different sets for experiment 3

to a different effectiveness of the individual feature scores. This of course impairs the
performance of the logistic regression approach for the third test set.

5.2.5 Shared Task Participation

In the context of this thesis, participation in the Perspective Argument Retrieval shared
task was achieved (Giinzler et al., 2024) in May 2024. For each of the shared task’s three
scenarios, a system was submitted. Each system was built on the pipeline introduced in
this thesis, where scenario 1 of the shared task uses the system described for experiment
2, scenario 2 corresponds to experiment 1 and scenario 3 corresponds to experiment 3
described in this thesis. However, since the final submission for the shared task was
made in May 2024, not all methods described and evaluated in this thesis were taken
into consideration during the submission for the shared task.

The submissions to the shared task are based on feature scores. Scenario 1 of the
shared task uses SBERT similarity scores, relative topic scores, and LLM relevance scores.
Scenario 2 of the shared task uses SBERT similarity scores, relative topic scores, explicit
demographic scores as well as LLM relevance scores. For scenario 3, SBERT similarity
scores, relative topic scores, and Demographic LLM scores are used. For each of the
three scenarios, a weighted sum of all available scores is computed to calculate the
final ranking of arguments for each query. All scores used in the submissions for
the shared task are computed exactly as decribed in this thesis. However, due to the
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Rank Team Relevance Diversity
Mean Rank Mean NDCG Mean Rank Mean aNDCG@k
1 twente-bms-nlp (top-1) 1.33 0.707 1.67 0.672
2 Sovereign (top-2) 2.22 0.632 2.22 0.601
5 sbert_baseline 5.0 0.445 5.0 0.419
8 bm25_baseline 7.67 0.195 8.00 0.185

Table 5.3: Average results on all test sets and scenarios. We present the results for the baseline
and the model that achieved better performance for comparison.

team Relevance Diversity
Rank | NDCG | Precision | Rank | NDCG | kIDiv
Test set 1
sovereign 1 0.999 0.999 1 0.922 0.143
twente-bms-nlp 2 0.987 0.989 5 0.910 0.142
GESIS-DSM 3 0.986 0.983 2 0.916 0.124
sbert_baseline 3 0.986 0.983 3 0.916 0.125
bm25_baseline 7 0.651 0.613 8 0.629 0.121
Test set 2
twente-bms-nlp 1 0.936 0.930 1 0.870 0.115
sovereign 3 0.895 0.888 3 0.827 0.135
sbert_baseline 5 0.855 0.848 5 0.793 0.118
bm25_baseline 7 0.737 0.722 8 0.690 0.122
Test set 3
twente-bms-nlp 1 0.944 0.938 1 0.880 | 0.213
sbert_baseline 4 0.637 0.635 5 0.593 0.153
sovereign 5 0.628 0.614 4 0.595 0.161
bm25 baseline 7 0.368 0.372 8 0.342 0.152

Table 5.4: Average results for Scenario 1 on all test sets.

early stage of the research in which the methods were submitted to the shared task,
the topic score versions using different weights inluding linear weighted topic scores,
hyperbolical weighted topic scores as well as SBERT weighted topic scores had not been
further investigated. Also, the usage of both LLM relevance scores and Demographic
LLM scores at the same time for the third scenario had not been investigated, which
is why the submissions only include the Demographic LLM scores.

The shared task evaluates NDCG and precision as relevance metrics as well as
alpha-NDCG and KL-divergence for diversity. All metrics are computed at ranks 4,
8, 16, and 20. The final ranking of the submissions in the shared task is based on
NDCG and alpha-NDCG alone. Averaged across the three scenarios and across the
three test sets, the submission this thesis is based around reached second place in
the shared task (see table 5.3).

For scenario 1 the submission achieved the top results on test set 1 for both NDCG
and alpha-NDCG, reaching a near perfect NDCG score of 0.999 averaged across all
ranks. On test set 2 the submission achieved the third place in the overall rankings for
relevance and diversity, still beating the SBERT baseline on both metrics. On test set
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team Relevance Diversity
Rank \ NDCG \ Precision | Rank \ aNDCG \ klDiv
Test set 1
twente-bms-nlp 1 0.895 0.717 1 0.852 0.181
sovereign 2 0.878 0.707 2 0.844 0.181
sbert_baseline 5 0.222 0.218 5 0.208 0.139
Test set 2
sovereign 1 0.823 0.623 1 0.794 0.166
twente-bms-nlp 2 0.798 0.610 2 0.771 0.165
sbert_baseline 5 0.148 0.140 5 0.142 0.124
Test set 3
twente-bms-nlp 1 0.798 0.613 1 0.793 0.256
sovereign 2 0.673 0.504 2 0.675 0.221
sbert_baseline 6 0.406 0.339 6 0.400 0.163

Table 5.5: Average results for Scenario 2 on all test sets.

team Relevance Diversity ‘
Rank \ NDCG \ Precision | Rank \ aNDCG \ klDiv
Test set 1
sovereign 1 0.213 0.211 1 0.199 0.135
twente-bms-nlp 2 0.203 0.202 2 0.190 | 0.124
sbert_baseline 3 0.202 0.201 4 0.189 0.125
Test set 2
twente-bms-nlp 1 0.149 0.144 1 0.143 | 0.121
sovereign 2 0.139 0.136 3 0.132 0.125
sbert_baseline 4 0.136 0.129 4 0.131 0122
Test set 3
twente-bms-nlp 1 0.655 0.560 1 0.636 | 0.189
sovereign 3 0.436 0.365 3 0.425 0.160
sbert_baseline 5 0.409 0.349 5 0.397 0.158

Table 5.6: Average results for Scenario 3 on all test sets.

3 the submission reached fourth place in the diversity ranking and only fifth place in
the relevance ranking based on NDCG, achieving a worse averaged NDCG score than
the SBERT baseline (see table 5.4). For scenario 2 the submission reaches second place
in the relevance and diversity rankings for both the first and the third test set. For the
second test set, the submission achieved the best results for both diversity and relevance
based on NDCG and alpha-NDCG (see table 5.5). For the third scenario the submission
reaches first place for both relevance and diversity on the first test set, it reaches second
in relevance and third in diversity on the second test set and it reaches third in both
relevance and diversity for the third test set (see table 5.6).

Overall, the submitted system manages to beat the SBERT baseline provided by
the shared task organizers on every scenario and every test set, the only exception
being the relevance metrics for scenario 1 on test set 3. Generally speaking, the best
results compared to other competitors are achieved on the first test set, ranking first
in scenarios 1 and 3 and second in scenario 2. The worst results are achieved on test
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set 3, reaching second for scenario 2, third for scenario 3 and fifth based on relevance
metrics for scenario 1. These findings correlate with the observations made for the
weighted sum approach in research question 3, where the weighted sum approach
achieves particularly bad results across all scenarios for the third test set

Regarding the scenarios, the best performance can be observed for scenario 2, which
corresponds to experiment 1 from this thesis. In this scenario the submitted system
ranked first on test set 2 and second on test sets 1 and 3. This is also not surprising as
most of the feature scores were developed and initially tested in experiment 1 (scenario
2) before they were transferred to the other experiment, so naturally they will achieve
the best results in the task they were developed on. However, the fact that the pipeline
manages to beat the baseline on nearly every single scenario and dataset shows the
effectiveness of the scores and can thus be considered a success.

As aforementioned, the submitted system does not fully reflect the results from
this thesis as further investigation was conducted after the final submission of the
systems to the shared task. However, even if the submission had included the best
approach for every single scenario and dataset regarded, only some minor changes
to the rankings would occur. One of these changes would concern the third test set
for scenario 1 (experiment 2), where the best approach investigated in this thesis does
actually perform better than the SBERT baseline.



Conclusions & Future Work

So far in this thesis, the research questions have been introduced, and the methods used
to investigate them have been explained and evaluated. The following chapter revisits
each research question to summarize the core findings before examining the study’s
limitations, suggesting directions for future work, and providing a final conclusion.

6.1 Research Questions Revisited

Throughout this thesis, three research questions were investigated in the context of
argument retrieval. The research questions focus on predicting content relevance
using LLMs, predicting demographic relevance using LLMs, and effectively combining
different approaches and measures. This section aims to summarize the core findings
for each of these questions.

6.1.1 Research Question 1

How can LLMs be used to enhance the results of an argument retrieval process?

Due to the high computational costs, LLMs are employed exclusively in a re-ranking
step within a two-step retrieval pipeline in this study. The initial retrieval step, based on
SBERT similarity scores and topic scores, determines the top-ranked arguments, which
are subsequently re-ranked by the LLM. Different topic scores for the initial retrieval
step are investigated, as the retrieval step directly impacts what arguments are available
for re-ranking and is therefore crucial across all research questions and experiments.
The results show that relative topic scores significantly improve the SBERT baseline,
leading to their adoption in this study.

For the re-ranking step, the effectiveness of two re-ranking strategies is explored,
including list-based ranking, where the LLM directly orders the retrieved arguments,
and score-based ranking, where the LLM assigns relevance scores to each argument,
which are then used to construct the final ranking.

The evaluation reveals that both approaches improve retrieval effectiveness com-
pared to the baseline. The list-based ranking slightly outperforms the score-based
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ranking in direct comparisons; however, due to its flexibility and better integration with
other scoring mechanisms, the score-based ranking approach is ultimately chosen
for further experiments.

The number of arguments passed to the LLM for re-ranking also influences perfor-
mance. While increasing the number of arguments generally leads to better results,
this effect plateaus beyond a certain threshold. The best results are achieved with a
fixed window size of around 50 arguments, leading to the decision to re-rank the top
50 retrieved arguments in all subsequent experiments. Sliding window approaches,
where the model is prompted with different argument subsets at different ranks, do
not yield significant improvements.

The findings are applied to three different test sets, showing varying effects. For
test sets 1 and 2, topic scores significantly improve the SBERT baseline. While NDCG
slightly decreases with re-ranking, higher precision at broader ranks suggests that LLMs
capture useful relevance signals, though they struggle with top-ranking arguments.
For test set 3, topic scores provide only minor improvements, likely due to ambiguity
concerning the topic of some queries, whereas LLM relevance scores achieve a notable
improvement, demonstrating their potential when topic-based retrieval is less effective.

Overall, these findings indicate that LLMs can effectively enhance argument retrieval
by re-ranking retrieved arguments based on contextual relevance. Score-based ranking
offers the best balance between effectiveness and adaptability.

6.1.2 Research Question 2

How can LLMs be used to implicitly predict the demographic or sociocultural perspective
with only little text input?

The use of LLMs to predict demographic relevance based solely on argument content
yields inconsistent results. While demographic LLM scores can, in some cases, improve
retrieval performance, their standalone application in the re-ranking step does not
achieve the expected success. Their impact varies across different test sets, with
improvements in some cases but a decline in ranking quality in others.

However, when demographic LLM scores are combined with LLM relevance scores,
the results are more promising. This suggests that demographic LLM scores may
contribute useful information when integrated with content-based relevance but are
not reliable enough to serve as an independent ranking criterion. Their effectiveness
depends on how they are used within the retrieval process, reinforcing the need for
sophisticated integration rather than a standalone application.

6.1.3 Research Question 3

How can LLM predictions on argument relevance and perspective relevance effectively
be combined to retrieve relevant arguments for a given question or topic with additional
sociocultural or demographic aspects?

The analysis for research question 3 investigates the combination of multiple feature
scores, including demographic LLM scores, LLM relevance scores, topic scores, and
SBERT similarity scores, to improve argument retrieval, using a weighted sum based
on weights from a logistic regression.

The results indicate that the weighted sum approach produces mixed outcomes. In
some cases, particularly in experiment 1, the approach improves retrieval effectiveness
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compared to methods using individual scores. However, in experiment 2, the benefits are
less clear, and in experiment 3, the weighted sum approach—especially when combining
both LLM scores—often underperforms relative to other re-ranking strategies. The
approach is also highly dependent on dataset characteristics. Performance is notably
worse on test set 3, likely due to differences between the training and test data, whereas
it is more effective on test sets that are more similar to the training distribution.

Overall, while combining multiple feature scores through logistic regression can
enhance retrieval in certain scenarios, its effectiveness is inconsistent. The findings
suggest that the effectiveness of individual feature scores varies depending on the
dataset, and simple linear weighting may not be the optimal method for integrating
different signals in argument retrieval. In experiment 3, the combination of demographic
LLM scores and LLM relevance scores without logistic regression performs well, while
the weighted sum approach with logistic regression leads to significantly lower results.
This suggests that the scores themselves hold value, but logistic regression may not
be the ideal method for integrating them across all scenarios. The weights assigned
by logistic regression in this case, particularly the negative weight for LLM relevance
scores, indicate that the learned weighting is not always sensible, and refining how
these scores are combined could further improve the performance.

6.2 Limitations

In the following, some fundamental limitations affecting this study will be outlined.

First, bias in LLM predictions remains a challenge, as LLMs inherit biases from their
training data. This can influence both relevance scoring and demographic predictions,
potentially impairing retrieval results.

Second, the quality of the training data directly impacts the effectiveness of models
such as the logistic regression approach. While the training data itself is not necessarily
of low quality, it differs significantly from some of the test data, particularly test set
3, which originates from a different source and perspective. This mismatch affects the
generalizability of the trained logistic regression model and contributes to its lower
performance on that test set.

Third, the scope of the evaluation is limited to specific datasets and argument
structures, meaning the findings may not generalize to other retrieval tasks or domains.
For example, the topic scores used in the initial retrieval step improve results significantly
for some datasets but rely on a dataset-specific topic feature that may not be available
in other argument retrieval tasks. The evaluation may also be limited by the choice of
metrics, particularly for diversity. While alpha_ NDCG accounts for both relevance and
diversity, isolating diversity alone is difficult. On the other hand, the applicability of
KL divergence for this task has already been questioned in this thesis.

Finally, the fixed retrieval pipeline constrains flexibility in how arguments are
retrieved and re-ranked. The two-step approach assumes a predefined initial retrieval
step, which may not be optimal for all queries. Again, the third test set serves as an
example for this, since the topic scores are significantly less effective on that set, which
might impair the performance of the initial retrieval step. A more adaptive retrieval
method could further enhance performance.

These limitations highlight broader challenges in applying LLMs for argument
retrieval and should be considered when interpreting the results.
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6.3 Suggestions for Future Work

In this section some suggestions for possible directions of future work are made.

One important direction for future work is improving the combination of feature
scores. The logistic regression approach used in this study shows potential but is also
inconsistent, particularly when applied to test sets that differ significantly from the
training set. More adaptable approaches could address this issue, such as neural networks
or other machine learning models that dynamically adjust score weightings based on the
query characteristics or on the distributions of the different feature scores. An adaptive
weighting mechanism could help improve ranking effectiveness across different datasets.

Another promising direction is exploring more different LLM-based scoring ap-
proaches. The re-ranking step could benefit from more sophisticated LLM prompting
techniques, such as few-shot learning, where the model is provided with examples to
improve scoring accuracy. Additionally, fine-tuning an LLM on argument retrieval tasks
or using pre-trained models specifically designed for retrieval could lead to better results.
Instead of relying solely on large general-purpose LLMs, future work could also explore
smaller, fine-tuned models that are optimized for argument ranking.

Lastly, addressing dataset limitations could improve both model training and eval-
uation. The logistic regression approach struggled on test set 3 because the training
strongly differs from that test set. Training on a broader, more diverse dataset could
help mitigate this issue and make the ranking model more robust. Similarly, future
work could explore evaluating argument retrieval on different types of datasets beyond
political arguments to test generalizability. However, finding suitable annotated datasets
remains a challenge. Especially problematic is the fact that the topic scores used in the
initial retrieval step rely on the annotation of all arguments with such a topic, which
is not guaranteed when generalizing the approach to other datasets.

6.4 Conclusion

The methods investigated in this thesis demonstrate on the given data that argument
retrieval based on content relevance can be improved by incorporating the dataset-
specific topic scores in the initial retrieval step and by using LLMs for content relevance
prediction. While these approaches yield notable improvements, the demographic
relevance prediction, although promising in certain scenarios on some test sets, shows
inconsistent results across the different test sets. Similarly, the weighted sum approach
based on logistic regression offers a sophisticated means to combine multiple feature
scores, yet it fails to produce strong results consistently across all datasets. These
inconsistencies indicate that a more refined approach is needed to exploit the full
potential of the methods and approaches investigated throughout this thesis. How-
ever, the strong performance in the shared task - where the baseline was consistently
outperformed, achieving the second place overall - demonstrates that the methods
investigated indeed hold practical value.
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Additional Material

Contents

A.1 Prompts

A.1.1 List-based ranking based on content relevance

<<SYS>>Answer with a python list containing all ranked argument
ids<</SYS>

[INST]The following are passages related to question <query
text> [/INST]

[0] <1st argument text> ... [49] <50th argument text>

LINST]Rank these passages based on their relevance to the
question.[/INST]

A.1.2 List-based ranking based on demographic relevance

<<SYS>>Answer with a python list containing all ranked argument
ids<</SYS>

[INST]The task is to rank arguments, if they fit the sociocultural
property: <query demographic property>.[/INST]

67



A. Additional Material

[0] <1st argument text> ... [49] <50th argument text>

[INST]Rank these passages based on their relevance to the
sociocultural property.[/INST]

A.1.3 Retrieving LLM relevance scores

<<SYS>>Answer with a python dictionary containing a score
between @ and 1 for each argument id<</SYS>

LINST]1Given the question <query text> and a list of arguments
with IDs. The task is to rank the arguments according to the
question. The higher the score the more relevant it is to the
question[/INST]

[0] <1st argument text> ... [49] <50th argument text>

LINST]Return a python dict with every single argument id and
the scores only! No text!!! e.g. 1: 0.9, 2: 0.3[/INST]

A.1.4 Retrieving Demographic LLM scores

<<SYS>>Answer with a python dictionary containing a score
between @ and 1 for each argument id<</SYS>

LINST]The task is to rank arguments, if they fit the sociocultural

property: <query demographic property>[/INST]
[0] <1st argument text> ... [49] <50th argument text>

LINSTJReturn a python dict with all argument IDs between 0
and 49 and a score between @ if the argument does not fit the
demographic and 1 if it fits very well.[/INST]

A.1.5 Predict topic prompt

Given a question or an argument, classify it into one of the
provided topics.

Question/Argument: <text>
[0: <topic ©@>] ... [n: <topic n>]

Return the integer id of the most relevant topic only.
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