
Blind Source Separation of Nondisjoint Sources in The Time-Frequency Domain with 
Model-Based Determination of Source Contribution 

Jalil Taghia, Timo Gerkmann, and Arne Leijon 
KTH Royal Institute of Technology, 

School of Electrical Engineering, Sound and Image Processing Lab., Stockholm, Sweden 
{taghia, gerkmann, leijon}@kth.se 

Abstract- While most blind source separation (BSS) algorithms 
rely on the assumption that at most one source is dominant at 
each time-frequency (TF) point, recently, two BSS approaches, [lj, 
[2J, have been proposed that allow multiple active sources at time
frequency (TF) points under certain assumptions. In both algorithms, 
the active sources in every single TF point are found by an exhaustive 
search through an optimization procedure which is computation
ally expensive. In this work, we address this limitation and avoid 
the exhaustive search by determining the source contribution in 
every TF point. The source contributions are expressed by a set 
of posterior probabilities. Hereby, we propose a model-based blind 
source separation algorithm that allows sources to be nondisjoint 
in the TF domain while being computationally more tractable. The 
proposed BSS approach is shown to be robust with respect to different 
reverberation times and microphone spacings. 
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I. INTRODUCTION 

A general framework for underdetermined blind source 
separation (UBSS) is to exploit the sparsity of sources. The 
main assumption used in these approaches is that the sources 
are time-frequency (TF) disjoint. In other words, there is at 
most one source present at every point in the TF domain. This 
assumption is rather restrictive and cannot always be satisfied. 
In [1], it is proposed that the TF-disjoint condition can be 
relaxed by allowing sources to be nondisjoint in the TF domain 
under certain assumptions: the number of active sources at 
any TF point is strictly less than that of the observations, and 
the column vectors of the mixing matrix are pairwise linearly 
independent. The first assumption is still rather restrictive. In 
[2], a UBSS approach is proposed which only requires the 
number of active sources at any TF point to be no larger than 
the number of observations under three main assumptions: AI) 
any M x M sub-matrix of the mixing matrix A = [aI, ... , aN ] 

is of full rank, where M and N indicate the number of 
observations and the number of sources, respectively. A2) The 
number of active sources L at any TF point does not exceed 
the number of observations. A3) For any matrix H(k) E H 
(kth sub-matirx of H), all nonzero columns of p(H(k») are 
linearly independent. The matrix set H is defined as H(k) = 
{H(k) IH(k) = (T(i») -IT(j), T(i), T(j) E T } 

i 
/ where T 

is a set of all M x M sub-matrices of A deifned by T = 
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{T(i) IT(i) = [aC'l" " ,ao:M J }. 

Y = [Yl,' .. Y p ]T is defined as 

The matrix operator p for 

p(Y) = 

YI 8 yfj 

YI 8 yft 
yf 8 ytj 

yf 8 ytj 

Y}-l 8 yft 

(1) 

where 8, T and H are Hadamard product, transpose and 
Hermitian, respectively [2]. 

In both approaches, [1] and [2], an exhaustive search has to 
be done to find the indices of dominant sources in every TF 
point through a minimization or maximization procedure. To 
be specific, the number of trials is equal to the number of all 
M x M sub-matrices of the mixing matrix A which is equal 
to the size of set T. Since this blind search is done for all TF 
points, it becomes computationally demanding with increasing 
the number of sources N and the number of observations 
M. In this work, we address this issue and propose a new 
approach to deal with this limitation. The idea is to find the 
indices of dominant sources by calculating the contribution of 
each source in every TF point instead of performing a blind 
search. This contribution is determined by a set of posterior 
probabilities. Here, we propose that by using this knowledge, 
we can avoid the blind search and relax the disjoint condition 
on sources while make it computationally tractable. 

By finding indices of dominant sources in all TF points, a 
frequency-dependent unmixing matrix is identified by which 
we derive the TF-distribution values of separated sources in 
every frequency bin. Although a satisfactory separation is 
expected in all frequency bins, combining them to recover 
the original sources is a challenge because there exist un
known permutations associated with individual frequency bins. 
Hence, permutation ambiguity should be looked after properly 
so that the separated frequency components from the same 
source are grouped together. The efficiency of the proposed 
approach is correlated with the accuracy of the permutation 
alignment. In [3], a region-growing permutation alignment 
approach has been proposed in the frequency-domain. The 
method is based on an inter-frequency dependence measure: 
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the power of separated signals. However, in this work, pos
terior probability sequences are used instead of the power 
of separated signals. Posterior probability sequences in a 
frequency bin are derived by making sequences of probabilities 
over time for every source. We show that posterior probability 
sequences are better candidates to measure the inter-frequency 
dependency. 

This paper is organized as follows. Section II states the 
problem formulation. Section III and IV present the deter
mination of the source contribution based on calculating the 
posterior probabilities in every TF point. Section V explains 
the proposed unmixing-matrix estimation based on the deter
mined source contribution. Section VI reports experimental 
results. Section VII concludes this paper. 

II. PROBLEM FORMULATION 

Let Sl(t), . . .  , SN(t) be desired sources and 
X1(t), . . .  , XM(t) be observation mixtures, where t is 
the time index. Assuming a convolutive mixture model, the 
observation Xm (t) is given by 

N 
xm(t) = L L amn(l)sn(t -l), (2) 

n=l 1 
where amn(l) represent the impulse response from source 
n to microphone m. The convolutive mixture model (2) is 
transformed to the time-frequency representation by using 
the short time Fourier transform (STFT). Assuming that the 
STFT frame size is long enough to cover the main part of 
the impulse response amn(l), (2) can be approximated as 
an instantaneous mixture model at each frequency bin as 
Xm(T,f) = L:=l amn(f)Sn(T,f), where amn(f) is the 
frequency response from source n to microphone m and 
sn( T, f) is the time-frequency representation of sn(t), where 
T and f denote the time-frame index and the frequency bin, 
respectively. 

In vector notation, 

(3) 

where x = [Xl, ... ,XM]T is the mixture STFT vector, an = 
[a1n, ... , aMnf, T indicates the frame index and f indicates 
the frequency bin. Equation (3) under sparsity assumption can 
be expressed as 

X(T, f) = an*(r,j) (f)sn*(r,f) (T, f), (4) 

where subscript n* (T, f) is the index of the dominant source 
in TF point (T, f). 

III. DETERMINATION OF SOURCE CONTRIBUTION 

In this section we propose to determine the contribution 
of each source in every TF point by a set of posterior 
probabilities. Before calculating posterior probabilities, a unit
norm normalization and pre-whitening procedure is necessary, 
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as a preprocessing stage. Unit-norm normalization removes the 
dependence on the source amplitude and can be achieved as 

_ X(T, f) X(T, f) = 
Ilx(T, f)11' 

(5) 

where x( T, f) is called spatial direction vectors of the mixture. 
A pre-whitening [4] is done by multiplying spatial direction 
vectors x( T, f) by the whitening matrix V, as 

X(T,f) +-- VX(T,f), (6) 

where V = VDEH, and E and D are calculated from 
eigenvalue decomposition of the correlation matrix of the 
mixtures x(f) at frequency bin f across time. The normalizing 
procedure is done one more time after whitening. 

To compute the posterior probabilities, we adopt the line 
orientation idea, [5], which has been employed in [6]. Con
sidering (4), spatial direction vectors x( T, f) are modeled by a 
mixture of complex Gaussian density functions. The complex 
Gaussian density function is given by 

(7) 
where m is the centroid with unit norm and crr is the 
variance. The distance Ilx( T, f) -(mp x( T, f))mill calculates 
the difference between point x( T, f) and (mp x( T, f)) mi 
which is the orthogonal projection of x( T, f) onto the subspace 
spanned by mi, and determines the probability that x( T, f) 

belongs to the ith class. The source subscript n is changed to 
i to highlight that there exist permutation ambiguities along 
the frequency bins. 

The density function p(x( T, f)) can be determined by a 
multivariate mixture model 

N p(X(T, f)18) = Li=l ,8iP(X(T, f)lmi, cri) (8) 

with 8 = {(m1,cr1,,8d, ... 'JmN,crN,,8N)} as the pa
rameter set. ,8i (0 :s; ,8i :s; 1; Li=l,8i = 1) are the mixture 
ratios modeled by a Dirichlet distribution with prior hyper
parameter ¢. The expectation maximization (EM) algorithm 
[7] is employed to estimate posterior probabilities. Posterior 
probabilities are calculated for all sources, by 

,(CiIX(T, f), 8) = !iP�X(T� 
f)lmi'�i) 

A 
(9) 

Li=l ,8iP(X( T, f) Imi, cri) 

where 8 = {(m1,o-l'�1)' ... , (mN,o-N'�N) }  is the cur

rent parameter set, and Ci implies to the ith source category. 
In the M-step, the parameter 8 is updated. As detailed in [8], 
each parameter is updated as follows. The new centroid mi 
is given by the eigenvector corresponding to the maximum 
eigenvalue of 
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where T is the number of frames. The variance 0"2 and mixture , 
ratio (3i are updated by 

�;=l ,(Gilx(T, f), 8)llx(T, f) - (mfx(T, f))miI12 

and 

(M -1) �;=l ,(Gilx(T, f), 8) 

(3i = �;=l ,(Gilx(T, f), 8) + ¢ - 1 
T+N(¢-I) 

(11) 

(12) 

We found the initialization of the model parameters impor
tant for the EM algorithm. To initialize the model parameter 

mi, we can use a random initialization by choosing N points 
Tl, ... ,TN beforehand and set them by mi +- X(Ti,f) for 
i = 1, ... , N or, alternatively, we can use k-means clustering 
algorithm [9]. In the later case, first the k-means algorithm is 
applied to x(·, f) while the number of clusters is set to the 
number of sources (the notation ( -, f) means across all time 
indices T for a particular frequency f). Denoting Iii (f) as 
the ith centroid in the frequency bin j, the model parameter 

mi is set as mi +- Yi(f) for i = 1, ... , N. The two other '2 ' 
parameters are set as O"i = 0.1 and (3i = N-1. A large number 
is chosen for the hyper-parameter ¢ as ¢ = 60. The EM 
process repeats until convergence and, in the end, we have the 
posterior probabilities ,( Gi Ix( T, f), e) for all sources and all 
TF points. By having these posterior probabilities, we know 
the contribution of each source in every TF point. We use 
this knowledge later in Section 6 to find indices of dominant 
sources contributing in a particular TF point. 

IV. PERMUTATION ALIGNMENT 

There exists a disorder along frequency bins so that the 
class order Gl, G2, .... , GN may be different from one fre
quency bin to another. We need to remove the permutation 
ambiguity such that the same index corresponds to the same 
source over all TF points. Spectral amplitude and power 
of separated signals are common measures for calculating 
dependency across frequency bins for separated signals. In 
[3], a permutation alignment approach called region-growing 
permutation alignment is proposed that, in a region-growing 
manner, determines the permutation along frequency bins 
by measuring the correlation among the power of separated 
signals. In this work we use the same permutation alignment 
procedure as [3], but posterior probability sequences, instead 
of power of separated signals, are used to determine the 
dependency along frequency bins. We show that posterior 
probability sequences are better candidates by which a more 
robust permutation alignment can be realized. The idea is that 
posterior probability sequences belonging to the same source 
generally have similar patterns among different frequency bins 
[8]. The correlation coefficient of the posterior probability 
sequences can be used to measure similarity among patterns 
or, in other words, measure the inter-frequency dependence. 

The goal is to define a permutation 

IIf : {I, . . .  ,N} --+ {I, . . .  , N}, (13) 
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for all frequencies j, and then update the posterior probabili
ties accordingly by 

,(GnIX(T, f)) +- ,(Gilx(T, f))li=IIJ(n)· (14) 
Sequences of posterior probabilities, derived in section III, are 
defined in each frequency bin as 

(15) 

where ({ describes the posterior probability sequence for the 
ith class at frequency f. The correlation coefficient between 
two sequences ,.ft and ,.12 can be defined as �Zl �Z2 

p((h (h) = ri1i2(h,12) - fJi1(fdfJi2(12) '1 ' t2 O"i1 (h)O"i2 (h) , (16) 

where i1,i2 E N, h,12 E K. ri1i2(h,12) = E {(�1(�2 }, 

fJi1 (h) = E {(�1 }, and O"i1 (f) = E {((� )2 } - fJ;l (f) 
are the estimated correlation, mean, and standard deviation, 
respectively. p( (�1 , (�2) is equal to 1 when two sequences are 
exactly similar and -1 when they are exactly dissimilar. A 
score function can be defined as 

score = trace ([p(({l, (h) ] .. ) , (17) 
1 ',lEN 

where sequences p( ({" ({2 ), p( (£" (£2), ... , p( (fJ , (fJ) have 
the highest similarity since they are originating from the same 
source. 

Here, we employ the region growing permutation alignment 
procedure and apply it to posterior probability sequences ((), 
as follows. 

Step 1: a bin-wise permutation alignment is applied across 
all frequency bins. For the current frequency bin j and 
previous frequency bin j -1 , a permutation II f is exploited 
which maximizes the score function (17). 

Step 2: dividing frequencies in 3 bands: low frequencies, 
middle frequencies, and high frequencies for the sake of 
robustness. Partitioning every band into D regions where the 
highly related frequency bins are assigned to the same region. 
Region R is identified based on the criteria introduced in [3]. 

Step 3: select a region with the largest number of elements 
as a seed; merge with its neighboring regions on both sides 
in a region-growing style until the new region covers the full 
frequency band. 

Step 4: after permutation corrections in all frequency bands, 
the centroids for all bands are calculated and merged together. 

Fig. 1 illustrates the score values (17) for every pair of 
frequencies. Every point corresponds to a pair of frequencies. 
Points with high score can be interpreted as points at which 
the permutation is most likely aligned. From this figure, 
we can see that posterior probability sequences show higher 
score values (specially at high frequencies but also at low 
frequencies) and, hence, they are better candidates for the 
permutation alignment procedure than the power of separated 
signals. 

278 



Frequency bin Frequency bin 

Fig. 1. Score values (17) calculated for every pair of frequencies after apply
ing the permutation alignment procedure on posterior probability sequences 
(left) and the power of separated signals (right). Points with higher values 
(energy) interpret as higher confidence in the permutation alignment between 
the corresponding two frequencies. 
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Fig. 2. Posterior probabilities at a certain frequency bin for a synthetic 
convolutive mixture of three male speakers in a room with 130 ms (top) 
and 250 ms reverberation time (bottom). Posterior probabilities determine the 
contribution of each source in every point. By increasing the reverberation 
time from 130 ms to 250 ms, in several points more than one sources have 
a high contribution. 

V. ACTIVE SOURCE SELECTION AND SOURCE 
SEPAR ATION 

Binary masking is a popular method for constructing sepa
rated signals in the frequency domain. Binary masking relies 
on the sparseness property of speech signals so that it assumes 
at most one source has a large contribution to each TF 
point. This assumption can be violated in highly reverberant 
environments, Fig, 2 illustrates the contribution of sources 
for a synthetic convolutive mixture of 3 male speakers in 
a room with l30 ms and 250 ms reverberation time. The 
contribution of each source is denoted with a certain color and 
shape. There are some points at which more than one source 
has a high contribution. By increasing the reverberation time, 
the situation becomes worse, as shown in Fig. 2. Here, after 
determining source contribution in evert TF point, we propose 
a procedure for active source selection and mixing matrix 
estimation. As mentioned before, the posterior probability 
/,( Cn Ix( T, 1)) determines the probability that the observation 
vector x at time T and frequency f belong to the nth class. 
The collection of all points whose spatial direction vectors 
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belongs to the class Cn form the time support nn (f) of the 
source sn(t). Then, the frequency-dependent column vector 

an of the mixing matrix A is estimated as the centroid of this 
set of vectors 

1 
an(f) = ICnl L X(T,1), 

rEnn(f) 
(18) 

where I Cn I is the number of vectors in this class and x( T, 1) 
is the spatial direction vector of the observed mixtures (3). 
Considering a TF point (T*, j*), there are at most K sources 
active at this point where K ::; N. Let {0:1, . . .  , O:K } (r* ,1*) be 
the indices of the active sources and 

(19) 

be a frequency-dependent matrix which contains the active 
column vectors of the mixing matrix A. {0:1, . . .  , O:K }(r* ,1*) 
is identified by 

{O:l, ... ,O:K}(r*,J*) = arg 
J 

(( /,(CjIX(T*,j*)) ) > 
A
) 

/'max(ClX(T*,j*)) , 
(20) 

where j E [1, N]. A is a predefined threshold that we set 
to A = 0.55 and /'max(ClX(T*,j*)) indicates the maximum 
posterior probability at (T*,j*). Given Ao:(T*,j*) by (19), 
the TF-distribution values of the K active sources at (T*, j*) 
are estimated by 

§(T*,j*) � A�(T*,j*)X(T*,j*), (21) 

where x is given by (3) and § = [SO:l"'" SO:K]T. Super
script (} indicates the the Moore-Penroses pseudo-inversion 
operator. The above procedure is performed for all TF points. 
Finally, estimated source signals §( T, 1) are transformed to the 
time domain by the inverse short-time Fourier transform. 

VI. EXPERIMENTAL RESULTS 

The algorithm is evaluated on the test database used in 
the audio source separation campaign (SiSEC08) [lO]. We 
consider live recording mixtures of three male speech signals 
(male3), three female speech signals (female3) and four female 
speech signals (female4), sampled at 16  kHz and with a 10 s 
duration. In order to evaluate the robustness of the proposed 
algorithm, two microphone spacings, 5 cm and 1 m, are 
considered in a room with 130 ms and 250 ms reverberation 
times. The algorithm uses a 2048 sample length Hann window 
with a 50% overlap and a random initialization of the EM 
algorithm. The separation performance is evaluated for each 
estimated source n by the signal to distortion ratio (SDR) 
[11]. The separation performance of the proposed approach is 
compared with 5 algorithms: mandel [12], chami [13], weiss 
[14], cobos [15] and araki [16], which participated in SiSEC08 
[10]. In this work, we do not compare the result of our 
algorithm with the one in [8] because there are some unclear 
points which make it difficult to make a fair comparison. 

Fig. 3 shows the comparison in terms of average SDRs 
of the estimated sources in different scenarios. In terms of 
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Table 1. Average standard deviation (SD) of the SDRs of the estimated 
sources for all scenarios in dB. A lower SD implies that source signals are 
recovered in the same range. 

iil6 
::!. 
0:: 
C 4 (/) 
.. 
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average SD (dB) 1.74 2.23 3.57 
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Fig. 3. Comparison between the proposed algorithm and selected algorithms 
that participated in the SiSEC200S [10] in terms of average SDR (dB). Two 
microphone spacings 5 cm and 1 m are considered in a room with 130 ms and 
250 ms reverberation times. (fe)male3 stands for mixtures of three (fe)male 
speech signals and female4 stands for a mixture of 4 female speech signals. 

SDR, the proposed algorithm yields similar or better results 
as compared to the competing algorithms and is robust with 
respect to the different microphone spacing and reverberation 
times. 

The standard deviation (SD) of SDRs should be also eval
uated. Hence, Table 1 compares the average SD of the SDRs 
of estimated sources for all scenarios from our algorithm 
with those of [13] and [16] as the main competitors. The 
proposed algorithm yields the lowest SD among the competing 
algorithms, araki and chami, which means that the SDR of 
separated sources are rather similar while for the competing 
algorithms, some sources are recovered well and others rather 
poorly. The audio files of the experiments can be downloaded 
from [17]. 

VII. CONCLUSIONS 

This paper proposed a model-based under-determined blind 
source separation algorithm that allows sources to be nondis
joint in the frequency domain, which means more than one 
source can be active in each time-frequency (TF) point. In 
contrast to the nondisjoint approaches [1], [2], in which the 
active sources are determined by an exhaustive search through 
an optimization procedure, we proposed a less computationally 
demanding procedure for selecting active sources based on 
determining the source contributions in every TF point, which 
avoids the exhaustive search. The source contributions in every 
TF point were determined by a set of posterior probabilities 
by which we found the indices of active sources. By knowing 
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the indices of active sources, a frequency dependent unmixing 
matrix was identified to find the TF-distribution value of 
the estimated signals. For the permutation alignment along 
frequency bins, posterior probability sequences were used 
instead of the power of separated signals to measure the inter
frequency dependency. We showed that the proposed algorithm 
is robust to the different reverberation times and microphone 
spacing and yields a similar or better signal to distortion 
ratio (SDR) as compared to the competing algorithms that 
participated in SiSEC08 [lO]. 
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