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ABSTRACT 

In many acoustic conditions the recorded speech signals may be 
severely affected by reverberation, leading to a reduced speech 
quality and intelligibility. In this paper we focus on a blind speech 
dereverberation method based on multi-channel linear prediction 
(MCLP) in the short-time Fourier transform domain, which is typi­
cally performed in each frequency bin independently without taking 
into account the spectral structure of the speech signal. Since it is 
widely accepted that a speech spectrogram can be well approximated 
with a low-rank matrix, e.g., using a spectral dictionary, in this paper 
we propose to incorporate a low-rank matrix approximation of the 
speech spectrogram into the MCLP-based speech dereverberation. 
The low-rank approximation is obtained using nonnegative matrix 
factorization with Itakura-Saito divergence. Experimental results 
for several measured acoustic systems show that incorporating a 
low-rank approximation improves the dereverberation performance 
in terms of instrumental speech quality measures. 

Index Terms- speech dereverberation, low-rank approxima­
tion, speech enhancement, multi-channel linear prediction, nonneg­
ative matrix factorization 

1. INTRODUCTION 

The microphone recordings of a speech signal captured in a room 
are typically affected by reverberation, resulting from the reflec­
tions of the sound against the walls and objects within the room. 
In severe cases, speech intelligibility and automatic speech recogni­
tion performance may be significantly reduced due to reverberation 
[1,2]. Therefore, effective reverberation suppression is required in 
several speech communication applications, such as hands-free tele­
phony and voice-controlled systems. Recently, several dereverbera­
tion methods have been proposed in the literature [3-9]. 

A blind speech dereverberation method based on multi-channel 
linear prediction (MCLP) in the short-time Fourier transform (STFT) 
domain was proposed in [3, 5]. In each frequency bin it uses an 
autoregressive model of reverberation, assuming that the late re­
verberation can be predicted from the previous frames of the ob­
served reverberant signals. The estimation of the prediction coeffi­
cients is based on maximum-likelihood estimation assuming a time­
varying Gaussian (TVG) model for the desired speech signal, re-
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suiting in an iterative optimization scheme. The original MCLP­
based method has been extended to multiple-input multiple-output 
and time-varying systems [10,11], general sparse models for the de­
sired signal [12], and has been applied in joint dereverberation and 
denoising [13-15]. 

The MCLP-based dereverberation method [3, 5] and most of 
its extensions operate in each frequency bin independently. While 
this leads to a highly efficient parallel implementation, a significant 
drawback is that the spectral structure of the speech signal is not ex­
ploited. Hence, including some spectral structure in the algorithm 
could possibly be beneficial. For example, in [8,13] an all-pole 
model was used to exploit the smoothness of the speech power spec­
tra, and pre-trained speech log-spectral priors have been used in [16]. 
Alternatively, it is also widely accepted that spectrograms of audio 
signals, including speech, can be well modeled using a low-rank ap­
proximation [17-19]. In this paper, we propose to incorporate a 
low-rank power spectrogram approximation into the MCLP-based 
dereverberation method. The low-rank approximation is obtained 
through nonnegative matrix factorization (NMF) using Itakura-Saito 
(IS) divergence [20], which is a common choice for audio signals, 
and also fits well in the MCLP framework [16]. The NMF problem 
is solved using an unsupervised or supervised variant of NMF, with 
the latter employing a pre-trained spectral dictionary. The obtained 
results show that the incorporating the low-rank approximation im­
proves the dereverberation performance of the MCLP method. 

2. PROBLEM FORMULATION 

We consider a single speech source captured by M microphones in 
an acoustic enclosure. Let s(k, n) denote the clean speech signal in 
the STFT domain, with frequency bin index k E {I, ... , K}, and 
time frame index n E {I, ... , N}. The STFT coefficients of the 
observed reverberant signal xm(k, n) at the m-th microphone can 
be modeled as 

Lh-1 
xm(k, n) = L hm(k, l)s(k, n -I) + vm(k, n), (1) 

[=0 
with hm(k, I) modeling the acoustic transfer function of length Lh 
between the speech source and m-th microphone, and Vm (k, n) rep­
resenting the additive noise and modeling error. As in [5], by assum­
ing vm(k,n) = 0, the convolutive model in (1) can be simplified 
and the signal at the reference microphone (e.g., m = 1) can be 
written as 

M Lg-1 
x1(k,n) = d(k,n) + L L gm(k,l)xm(k,n-r-l), (2) 

m=l [=0 
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where L9 is the length of the prediction filter gm for each channel. 
The first term d(k, n) = L;��OI hI (k, l)s(k, n - I) in (2) represents 
the desired speech signal at the reference microphone and consists of 
the direct path signal and early reflections (determined by the predic­
tion delay T). The second term in (2) models the late reverberation 
that is predicted from the previous observations on all M micro­
phones using the prediction coefficients gm(k, l) [5]. The MCLP 
model in (2) can be written in vector form as 

M 
xI(k) = d(k) + L 5C,.,m(k)gm(k), (3) 

m=l 

with 

d(k) = [d(k, 1), . . .  ,d(k, NW , 

xm(k) = [xm(k, 1), ... , xm(k, NW , 
gm(k) = [gm(k, 0), ... ,gm(k, L9 - lW , 

and XT,m(k) E CNXLg denoting a convolution matrix constructed 
using xm(k) delayed for T frames. Furthermore, by stacking the 
matrices XT,m(k) and vectors gm(k) as 

XT(k) = [XT,I(k), ... ,XT,M(k)] , (4) 

g(k) = [g{(k), ... ,gr,(k)r, (5) 

the MCLP model can be rewritten as 

(6) 

Speech dereverberation using the MCLP model in (2) can be 
achieved by estimating the prediction coefficients g(k) for each fre­
quency bin k. Using the estimated prediction coefficients g(k), the 
desired (dereverberated) speech signal is then estimated as 

(7) 

3. MCLP-BASED SPEECH DEREVERBERATION 

In [3,5] speech dereverberation based on MCLP has been formu­
lated assuming a TVG model for the desired speech signal. In the 
TVG model the desired signal in each time-frequency bin is mod­
eled as a zero-mean complex-valued Gaussian variable, with time­
and frequency-dependent variance. The probability density function 
for the desired signal d(k, n) can then be written as 

(8) 

where the variance )"(k, n) is an unknown parameter that needs to 
be estimated. Note that the TVG model does not include any de­
pendency across frequency or time, i.e., it is assumed that the STFT 
coefficients d(k, n) in different time-frequency bins are independent 
random variables. The likelihood function for the k-th frequency bin 
can be written as 

N 
£(g(k),A(k» = p (d(k» = I1p(d(k,n», (9) 

n=l 

with A(k) = [)"(k, 1), ... , )"(k, N)]T. The unknown prediction co­
efficients g(k) and variances A(k) can be estimated by maximizing 
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the likelihood function in (9), or equivalently by minimizing the neg­
ative log-likelihood as 

N 
min dH (k)D>Jk)d(k) + L log )"(k, n), (10) g(k),)I.(k) n=1 

where D)I.(k) = diag (A( k» is a diagonal matrix constructed using 
the vector A(k), and constant terms in the negative log-likelihood 
have been omitted. In [5] it has been proposed to solve the optimiza­
tion problem in (10) using an alternating optimization procedure. In 
the first step, the cost function in (10) is minimized with respect to 
the prediction coefficients g(k), assuming that an estimate for the 
variances 5..( k) is available. In this case, the following quadratic 
optimization problem is obtained 

g(k) = argmindH (k)D�tk)d(k). 
g(k) 

(11) 

By combining (6) and (11), the prediction coefficients can be esti­
mated as 

In the second step, the cost function in (10) is minimized with re­
spect to the variances A(k), assuming that an estimate for the pre­
diction coefficients g( k) is available. In this case, an estimate of 
the desired speech signal d( k) is first calculated using (7), and the 
variance )"(k, n) is estimated as 

' ( )  . Id(k,nW ( )  ).. k,n = argmm )"(k ) + log).. k,n , 
\(k,n»O ,n 

with the solution given as 5-(k, n) = Id(k, n)12, or in short 

(13) 

(14) 

where the absolute value and the power are applied element-wise. 
The alternating procedure consisting of (12) and (14) is iterated for 
a fixed number of iterations or until convergence. At the beginning 
of the alternating procedure, the variance estimates are initialized as 
5..(k) = IXI(kW [5]. 

4. LOW-RANK POWER SPECTROGRAM 

APPROXIMATION 

In several speech enhancement methods a low-rank model for the 
speech signal has been successfully applied. For example, in NMF­
based speech denoising [19,21] and source separation methods [18] 
the magnitude or power spectrograms have been modeled as a low­
rank matrix, typically using a dictionary with a small number of 
spectral vectors. In the previously presented MCLP-based dere­
verberation procedure, the estimated prediction coefficients g(k) in 
each frequency bin depend on the estimated variances 5..(k). Instead 
of estimating these variances independently in each time-frequency 
bin as the power spectrogram of the estimated desired speech signal 
d(k), cf. (14), in this section we propose to estimate the variances 
using a low-rank approximation of the power spectrogram. 

We define the matrix f> = {d(k,n)} E CKXN containing all 
STFT coefficients of the estimated desired speech signal, i.e., the 
k-th row of f> is equal to dT (k). Then the power spectrogram of 



the desired speech signal is given as 1:012, where the absolute value 
and the power are applied element-wise. Similarly, we define the 
nonnegative matrix A E 1R�+x N, with its k-th row equal to AT (k). 
Assuming that the power spectrogram 1:012 can be modeled as a 
rank-R matrix with R < min {K, N}, we employ NMF to find its 
nonnegative low-rank approximation in the form A = WIf, where 
W E 1R�+x R and If E 1R�: N are nonnegative matrices. The matrix 

W can be interpreted as a spectral dictionary containing R spec­
tral profiles, while matrix If contains activation coefficients for the 
dictionary elements across the time frames. The NMF problem is 
typically formulated as 

min J (1:012, WH) , S.t. W ;::: 0, H ;::: 0, (15) 
W,H 

where the cost function is a divergence J that quantifies the discrep­
ancy between two matrices. Selection of the divergence J in general 
depends on the considered application. Most commonly used di­
vergences for NMF are Euclidean distance, Kullback-Leibler (KL) 
divergence, and Itakura-Saito (IS) divergence, which are all special 
cases of the ,B-divergence [20,22]. Here we employ the IS diver­
gence given as 

J (1:012 A) = � � Id(k, nW _ I Id(k, nW - 1 (16) 
IS , �� )"(k,n) og )"(k,n) . 

The motivation for selecting the IS divergence becomes clear by 
comparing a single term in the sum in (16) with the cost func­
tion in (13), and observing that they only differ up to a constant 
independent of )"(k, n) [16]. Also, as opposed to Euclidean and 
KL divergence, the IS divergence is scale-invariant and thus better 
suited for modeling data with a large dynamic range, such as au­
dio signals [17]. From a probabilistic perspective, NMF with the 
IS divergence applied on the power spectrogram corresponds to a 
maximum-likelihood estimation in a Gaussian composite model of 
the STFT [17]. 

We will consider two variants of the IS divergence-based low­
rank approximation. The first variant uses unsupervised NMF, by 
solving the following optimization problem 

{W,If} = argminhs (1:012, WH) , S.t. W;::: O,H;::: 0. 
W,H 

(17) 
In this case both the spectral dictionary and the activation coeffi­
cients are estimated by minimizing the IS divergence between the 
known matrix 1:012 and its low-rank approximation. The variances 
are then estimated as A = WIf. The second variant uses supervised 
NMF, by solving the following optimization problem 

If = arg
H
min hs (1:012, WtrainedH) , S.t. H ;::: 0. (18) 

In this case the matrix Wtrained is fixed and equal to a given pre­
trained spectral dictionary and only the matrix H is estimated. The 
dictionary is learned on the power spectrograms of training samples, 
for example using a database of clean speech signals [19]. The vari­
ances are then estimated as A = WtrainedIf. 

The complete dereverberation scheme is summarized in Algo­
rithm l. The method starts with initializing the variances using a 
low-rank approximation of the power spectrogram of the observed 
signal at the reference microphone IXlI2. The low-rank approxima­
tion step corresponds to the supervised or unsupervised NMF prob­
lem (18) or (l7), depending on whether the pre-trained dictionary 
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is provided or not. In each iteration, the prediction coefficients for 
the MCLP model are updated, followed by a NMF-based low-rank 
approximation for the variance update. Note that the original MCLP 
method is obtained by omitting the low-rank approximation and us­
ing A +- 1:012. The presented iterative scheme is repeated for a 
predetermined number of iterations imax. Note that we are not en­
forcing the estimated desired speech signal to have a low-rank spec­
trogram, since it is still calculated using MCLP as in (7). In terms 
of computational complexity, the most expensive step of the algo­
rithm is computation of NMF. In the experimental section, for both 
supervised and unsupervised NMF, we minimize the IS divergence 
using an iterative procedure with multiplicative updates [20]. This 
is a standard approach to NMF with the IS divergence [22], while 
faster [23] and online [24] algorithms have been proposed recently. 

Algorithm 1 Outline of the proposed algorithm combining MCLP 
and low-rank power spectrogram approximation. 

parameters: Lg and Tin (6), rank R in (17)/(18) 
input: Xm = {xm(k,n)}, '<1m 
initialization: A = low_rank_approx (IXlI2) 
for i = 1, . . .  , imax do 

for k = 1, ... , K do 

g(k) +- calculate using (12) 
d(k) +- xl(k) - 5C,(k)g(k) 

end for 

A +-low_rank_approx (1:012) 
end for 

5. EXPERIMENTS 

In this section the dereverberation performance of the original 
MCLP method [5] and the proposed MCLP methods using a low­
rank power spectrogram approximation (both the unsupervised 
variant, labeled MCLP+NMF, and the supervised variant with a pre­
trained dictionary, labeled MCLP+NMF+dict) will be evaluated. 

We have considered two different acoustic scenarios with a sin­
gle speech source. The first acoustic system (AC1) consists of !vI = 
2 measured RIRs from the MAROY database [25] in a room with 
a reverberation time of RT60 � 450 ms. The distance between the 
source and the microphones is approximately 3 m, and the direct-to­
reverberant ratio (ORR) is 3.3 dB at the reference microphone. The 
second acoustic system (AC2) consists of !vI = 4 measured RIRs in 
a room with a reverberation time of RT60 � 750 ms. The distance 
between the source and the microphones is approximately 2.3 m, 
and the ORR is - 3 . 6 dB at the reference microphone. 

In all experiments, the sampling frequency was is = 16 kHz, 
and the STFT was calculated using a Hann window with a frame 
length of 64 ms and a frame shift of 16 ms. We set length of the pre­
diction filters for each channel to Lg = 14 for !vI = 2, and L9 = 8 
for !vI = 4. The prediction delay is set to T = 2 frames, and the 
maximum number of iterations is set to imax = 10. For both un­
supervised and supervised NMF variants we use the multiplicative 
updates as in [20], and set the tolerance on the relative change of 
the IS divergence to 10-4 (typically around hundred iterations were 
performed for NMF). The dictionary Wtrained with R columns for 
the supervised NMF variant was learned on a subset of the TIMIT 
database [26] with the training matrix composed of the power spec­
trograms of 190 utterances from 38 speakers. The dictionary was 
obtained by applying unsupervised NMF with rank R on the train-
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Fig. 1: Evaluated speech quality measures for AC1 (left) and AC2 
(right) vs. rank R of the power spectrogram approximation. 

ing matrix, and each column of the obtained dictionary is further 
normalized so that it sums to one. 

The considered speech dereverberation algorithms were tested 
on a set of lO utterances from the TIM IT database (speakers not con­
tained in the training set), with an average length of approximately 
4.3 s. The reverberant observations were obtained by convolving 
the utterances with the respective RIRs. The dereverberation per­
formance is evaluated in terms of several instrumental speech qual­
ity measures, i.e., cepstral distance (CD), perceptual evaluation of 
speech quality (PESQ), and frequency-weighted segmental signal­
to-noise ratio (SNR) [27]. The measures were evaluated with the 
clean speech signal as the reference and then averaged over all ut­
terances. The results obtained for AC1 and AC2 with different ranks 
R of the approximation are presented in Figure l. It can be ob­
served that for all experiments the dereverberation performance is 
improved by including the low-rank power spectrogram approxi­
mation. Furthermore, the unsupervised NMF variant results in the 
best overall performance, with the performance gain relatively sta­
ble across a wide range of ranks R. The supervised NMF variant also 
results in an improved performance when compared to the original 
MCLP method but is outperformed by unsupervised NMF variant. 
This can be explained by the fact that unsupervised NMF results in 
a better low-rank approximation (in terms of divergence) than su­
pervised NMF, due to the inclusion of a trained speaker-independent 
dictionary in the latter. However, it is possible that with a speaker­
dependent (or less general) dictionary the performance of the super­
vised NMF variant could be improved. Another possible reason is 
that the dictionary is trained on clean speech, while the estimated 
desired speech also includes early reflections. This mismatch could 
possibly be avoided by training the dictionary on clean speech sam­
ples convolved with the early part of the RIRs, but this would make 
the dictionary learning dependent on the RIRs in the training set. 

Figure 2 depicts spectrograms of the clean speech, the reverber­
ant observation, and the estimated desired speech signals obtained 
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(a) Clean speech (b) Reverberant signal 

(c) Estimate using MCLP (d) Estimate using MCLP+NMF 

Fig. 2: The spectrograms of the clean speech, reverberant observa­
tion, MCLP estimate, and MCLP+NMF estimate (rank R = 40) for 
AC2. 

using the original MCLP method and the MCLP method combined 
with unsupervised NMF. It can be observed that MCLP combined 
with unsupervised NMF suppresses more reverberation than the 
original MCLP method, with the improved performance especially 
visible in the low-frequencies and during the speech pauses. 

6. CONCLUSIONS 

In this paper we have presented a method to incorporate a low­
rank structure of the speech power spectrogram into MCLP-based 
dereverberation. The proposed method uses NMF based on Itakura­
Saito divergence for the low-rank approximation, either in an unsu­
pervised or supervised way. The experimental results demonstrate 
that the proposed method improves the dereverberation performance 
when compared to the original MCLP method. 
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