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ABSTRACT

In signal processing, first-order recursive smoothing is often used to
determine the mean of a nonstationary random variable. In order to
find a better compromise between the tracking speed and the variance
of the estimate, adaptive smoothing factors have been proposed, e.g.,
for single-channel background noise power spectral density estima-
tors. In this paper, the bias of recursive smoothing using adaptive
smoothing functions is investigated. For adaptive functions that do not
depend on the estimated mean an analytical derivation of the bias is
given. For adaptive functions having a dependence on the recursively
estimated mean, an iterative procedure is proposed which allows to
approximately determine the bias with a sufficiently high precision.

Index Terms— Estimation error, adaptive estimation, smoothing
methods, IIR filters, speech enhancement

1. INTRODUCTION

In signal processing applications, acommon problem is to estimate the
mean of a random process, e.g., for computing the speech and noise
power spectral densities (PSDs) required for Wiener filtering. In this
example, these quantities can be interpreted as the mean of the speech
and noise periodograms, respectively. For computing the mean of a
random process, it is generally necessary to determine the ensemble
average of the random process, which, however, can only be obtained
for some theoretical cases. Thus, in many applications, the random
process is often assumed to be ergodic so that the ensemble average
can be replaced by a temporal smoothing. Further, as many signals can
only be considered stationary over a limited time period, e.g., speech,
the averaging is often performed over a short time-window. Therefore,
first-order recursive smoothing is a commonly applied technique for
estimating the mean of a random variable. It is specified as

Tr=(1—a)ze+aze—1, (D

where x¢ is an observation of a random process and 7, the estimated
mean. Further, o € [0,1] denotes the smoothing constant and £ is the
time index. The averaging in (1) is equivalent to computing an infinite
sum over the past observations which are weighted by an exponential
decaying window [1]. Here, the weight put on the recent observations
is larger than for the past observations. Hence, the filter can track
changes in the mean value where the tracking speed is controlled by
the smoothing constant ov. The tracking speed will be high if « is
close to zero, whereas the variance of the estimate will decrease with
increasing «.. Thus, the choice of « is usually a trade-off between
tracking speed and variance reduction.

As argued in [2], the variance of the estimate should be as small as
possible while on the other hand the tracking should be as fast as pos-
sible. As these requirements cannot be met by a constant smoothing

This work was funded by the PhD program “Signals and Cognition”, and
the DFG Research Grant GE2538/2-1.

978-1-4799-7450-4/15/$31.00 ©2015 IEEE

parameter «, the application of an adaptive smoothing factor is pro-
posed in [2]. For this, an optimal time varying smoothing is derived by
optimizing the quadratic error between the true and estimated mean.
Adaptive smoothing functions have also been used in other single-
channel noise PSD estimators, e.g., [3, Section 14.1.3] and implicitly
alsoin [4]. Here, adaptive smoothing is employed to avoid speech leak-
age. In [3, Section 14.1.3], it is proposed to use a stronger smoothing
for large a posteriori signal-to-noise ratios (SNRs). In [4], the value of
the smoothing factor is implicitly adapted using the speech presence
probability (SPP) and also grows with an increasing a posteriori SNR.
In contrast to [3], a soft transition is implied here which arises from
incorporating an estimate of the SPP into the noise PSD estimator.

Even though adaptive smoothing solves the issue of satisfying
conflicting requirements, the resulting estimate will generally be
biased as we will show in this paper. Given an adaptive function only
depending on the unsmoothed observation z, of the random process
and the distribution of x¢, an analytical expression is derived for the
expected value of 7, where the probability density function (PDF) of
the smoothed quantity Z, is not required. Furthermore, based on this
result, a method is proposed which can be used to approximately de-
termine the bias if the adaptive function itself depends on the estimate
7. This method can therefore be used for many adaptive smoothing
algorithms. In this paper we choose the adaptive smoothing functions
in [3, Section 14.1.3] and [4], as well as a function similar to [2], as
three practical examples taken from noise PSD estimation in single
channel speech enhancement. In [2], another bias arises due to the
usage of minimume-statistics which is addressed in [5].

The paper is organized as follows. First, we will derive an analytic
expression for determining the expected value of a first-order filter in-
corporating an adaptive smoothing factor. Here, no dependence of the
recursively smoothed estimate of the mean is assumed. Based on this
result, a method is proposed which can be used to approximately deter-
mine the bias for adaptive functions that depend on the estimated mean
itself. For the adaptive factors given in [3, 4] and a factor similar to [2],
the required analytic expressions are derived and we will show that the
proposed method gives a good estimate of the bias by comparing the re-
sults with the true deviations obtained from Monte-Carlo simulations.

2. EXPECTED VALUE OF ADAPTIVE RECURSIVE
SMOOTHING

In this section, an analytic expression for the expected value of T,
is derived which can be used to determine the bias which occurs due
to the usage of an adaptive smoothing factor a(x¢). First, we will
assume that the adaptive smoothing factor «(z¢) only depends on
the observation x, but not on the mean value z,. Based on these
analytically solvable results, we will present a method which can be
used to approximately determine the bias if the adaptive smoothing
function depends on the estimated mean Z,.
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2.1. Adaptive functions not depending on the estimated mean

For an adaptive function «(x¢) that can be assumed to be independent
of the estimated mean 7, the first-order recursive filter, (1), can be
written as

fz:[1—&(3;’g)}1‘e+a($[)fzf1. 2)
Here, we assume that all x, are identically distributed and uncor-
related. Further, we assume that the stationary input z, will result
in a stationary output Z,. Experiments indicate that this property is
sufficiently fulfilled for the adaptive smoothing factors considered in
this paper. From this follows E{Z,, } = E{Z,, }, where E{-} denotes
the statistical expectation operator. Further, using the first assumption,
the expected value E{z¢T,—_1} can be written as E{x, }E{Z,_1}.
Thus, by applying E{-} to (2)

E{z} —E{za(z)}
1-E{a(z)}

is obtained after rearranging the terms. As the random variables
are assumed to be identically distributed, the time index ¢ is omitted.
The result given in (3) depends only on the adaptive function o(x)
and the PDF of z. If a(z) is set to «, i.e., a constant smoothing
coefficient is used, it can be seen from (3) that the first-order filter
gives an unbiased estimate of the random process.

E{z}= 3)

2.2. Adaptive functions depending on the estimated mean

In this subsection, we will adapt the expression in (3) for obtaining an
iterative algorithm which can be used to approximately determine the
expected value E{T} for the case where «(x,T) also depends on the
recursively estimated mean . In this case, the quantity = influences
the behavior of the adaptive smoothing factor which, in turn, again
influences the estimation of . For noise PSD estimation, this kind
of adaptation is most relevant, e.g. for the approaches [2, 3, 4].

The difficulty of including the quantity T within the computation is
that 7 is a combination of random variables, namely all past z,. There-
fore, X is a random variable itself which, additionally, is correlated
with the previous estimates of Z. As it appears particularly difficult to
derive an expression for the PDF of = and its correlations, we decide
to simplify the problem by replacing 7 in the adaptive function by a
fixed value p. Thus, we propose to determine the deviation from the
true mean E{x } iteratively, where the estimated mean is fed back into
the next iteration as

_ E{e}-Efwa(epo}
' 1—E{0¢(5L‘7pi,1)}

Here, p; is the mean estimated for the ith iteration step whereas the
initial condition is denoted by po. Even though this approach is mo-
tivated by the recursive update of Z, which in (2) is performed sample
by sample, each step of the iteration, (4), considers all samples over an
infinite time period. For obtaining an estimate of E{Z}, the iteration
is continued until it converges. We will demonstrate by the means of
examples that the parameter po does not influence the convergence
of the iterative approach for the three adaptive smoothing algorithms
[2,3,4]. The value of p; after convergence can be interpreted as an
equilibrium point where the system returns the same value as mean
which is also used for the adaptive smoothing function.

“

3. SPECIFIC ADAPTIVE SMOOTHING FUNCTIONS

In this section, we will analyze the adaptive smoothing functions pre-
sented in [2, 3, 4] using the method described in Section 2. As all of
these functions are used within noise PSD estimators, we assume that
the noisy input signal is given by the superposition of a clean speech
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signal and a noise signal. The variable x can be understood as the
periodogram of the noisy input signal while Z represents the estimated
noise PSD. Thus, we will follow the common assumption that the ob-
served variable x follows an exponential distribution which is given by

fa)= {(Uu)exp(—m/u), if >0, )
0, otherwise,

where y=E{x}. The choice of this PDF is motivated by the fact that

the complex spectral coefficients of the discrete Fourier transform are

often assumed to be normally distributed.

In the following subsections, we will first present the considered
adaptive functions from [2, 3, 4] and derive the corresponding analytic
expression of the expected value in (3). For this, we make use of
the simplification described in Section 2.2 and replace Z by the
deterministic p. Further, we will show that the analytically derived
bias is exact if the adaptive smoothing factor does not depend on the
estimated mean 7 itself. For this, the analytically determined mean is
compared to an estimate of the true bias obtained from Monte-Carlo
simulations. For functions that depend on z, we will analyze how
large the difference between the true and the iteratively determined
deviation, (4), is. Also for this comparison, Monte-Carlo simulations
are used for obtaining an estimate of the true bias.

3.1. Two different smoothing factors

In [3, Section 14.1.3], a simple approach for estimating the back-
ground noise PSD has been proposed. Depending on a threshold
value, a smoothing factor is chosen among two fixed values. A larger
constant is used if the periodogram of the input signal is larger than the
previously estimated background noise PSD while a smaller smooth-
ing constant is used otherwise. The motivation of this approach is that
observations having a large magnitude are likely to contain speech.
Therefore, the tracking speed is reduced for increasing amplitudes
in order to avoid speech energy leaking into the noise PSD estimate.
The corresponding adaptive smoothing function is given by

N

al, ifx/p>1,
p)= 6
aa(z,p) {ai, otherwise, ©®

where ot and o' are fixed constants between 0 and 1. The expected
value E4{Z}, i.e., the solution to (3) given (6), can be derived as

(a*—Dexp(\)+(a"—ar)(1+X)

Ea{zy=np (at—1)exp(A)+aT —at '

(N

where A is given by A = p/p and corresponds to the ratio between the
assumed mean p in (6) and the true mean p=E{xz} in (5).

3.2. Adaptive smoothing based on the SPP

The noise PSD estimator proposed in [4] uses an estimate of the
SPP P(Hi|z¢) in order to prevent a leakage of the speech power.
Here, Hy and H; denote the hypotheses that speech is absent and
that speech is present, respectively. The SPP is determined for each
time-frequency point using

—1
P(Hi|ze)= (1—1—(1—1—5)6}(1)(—%%1 5%)) , (8)

where £ is an SNR that is expected if speech is present [4]. Further,
the prior probabilities P(Hy) and P(H) are assumed to be equal.
The SPP is used to obtain an estimate of the noise periodogram d; as

dy={1—P(Hy|z¢)}ze+P(H:|2)To_1, 9)
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which is smoothed using a fixed, non-adaptive, smoothing factor o
ng(l—Oc)dAg-‘rafefl (10)

to obtain an estimate of the background noise PSD.

Albeit no interpretation as adaptive smoothing has been given in
[4], this function can be deduced by combining (9) and (10) which
is then given as the factor multiplied by Z,_; . Further, by replacing
P(H1|x¢) by the expression in (8) and using the substitution p for
Te—1

11—«
1+ (14&)exp(—z&/{p[1+£]})

is obtained. The behavior of this adaptive function is similar to the
adaptive smoothing factor proposed in [3, Section 14.1.3]. The func-
tion ag(x,p) is close to one, i.e., the tracking speed is low, if the ratio
x/pis large and is close to the fixed smoothing constant cv otherwise.

The expected value Eg{Z} for the expression in (11) can be
derived using the property of the geometric series [6, 1.112.1] and the
analytic continuation property of the hypergeometric series [6, 9.130].
The resultis

an

ap(z,p)=a+

Ep{z}= , 12
S B Y A (N BT (23) "

where j, I, is the generalized hypergeometric function and ¢ is
C:)\ggi, (13)

3.3. MMSE-optimal adaptive smoothing
Finally, we consider the following adaptive smoothing function

b
1+(z/p—1)*

This function is similar to the adaptive smoothing proposed in [2, Eq.
(7)] to determine the PSD of the noisy input signal in the context of the
minimum-statistics noise PSD estimator. It has been derived as the
minimum mean square error between the true and the estimated mean
given the estimated mean of the previous time step. The motivation
for this is to solve the issue of conflicting requirements. On one hand,
the tracking of the background noise PSD needs to be fast so that
the smoothing factor should be close to zero. On the other hand, the
variance of the estimate should be as small as possible so that the
smoothing should be as close to one as possible [2].

For this function, Ec{Z} can be derived by using the method of
partial fraction expansion and [6, 2.325.1] which results in

ac(z,p)= (14)

1—v/2e A2 (msin(N) — R{e 7 Ei[(1+7)A]})

1—Xe=Mmeos(A) —S{e P Ei[(1+)A]}) (1

Ec{z}=p

where ) is given by A=A+ /4 and Ei(x) = ffi e~ ¥ /xdx is the
exponential integral. Further, j?> = —1 is the imaginary unit while
R{-} and I{-}, respectively, denote the real and imaginary part of
a complex number.

From (7), (12) and (15), it can be seen that the ratio E{Z}/u
depends only on the ratio A= p/u. Consequently, the ratio between
the true mean E{x} = p and the expected value E{Z} is fixed and
does not depend on the scaling of «. Therefore, for compensating the
bias, a simple correction factor can be used which is given by

__ M
R_E{E}' (16)
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aa(z,p);(6)  ap(z,p);(1l)  ac(z,p); (14)
R 2.37 1.16 0.72
Rvme  2.36 1.16 0.72

Table 1: Correction factor R = p/E{Z} under the assumption that
p = for the adaptive smoothing functions in (6), (11) and (14). The
quantity Rwmc corresponds to the correction factor obtained using
Monte-Carlo simulations using 10° realizations.

If the smoothing function does not depend on z, the bias compensation
is achieved by computing R with (16) and by applying Algorithm 1.
Here, T denotes the corrected version of Z. For adaptive smoothing
factors depending on z, R is determined off-line using Algorithm 2.
Here, also i can be set to an arbitrary value because this factor cancels
out in line six of the algorithm.

4. EVALUATION

In this section the proposed method is evaluated by comparing the bias
obtained by solving (3) or by using Algorithm 2 to values obtained
from Monte-Carlo simulations. Here, the two cases are considered
that the adaptive smoothing functions do and do not depend on Z.

4.1. Smoothing functions not depending on ©

In this subsection, we will show that the results obtained from (3) are
exact if the adaptive smoothing function does not depend on the esti-
mated mean . Consequently, it is assumed that 7 is equal to the fixed
value p which is set to the true mean y for this analysis. In this eval-
uation, the default values for the parameters of the adaptive functions
(6), (11), and (14) are employed. In accordance to [3, Section 14.1.3],
the parameters o’ =0.9995 and o = 0.9 are used for (6). For the
SPP based smoothing function in (11), & is set to 15 dB, which was
obtained by minimizing the Bayesian risk [7]. The fixed smoothing
constant « is set to 0.8 as in [4]. No parameters are required for (14).
The correction factor R, (16), is computed using (7), (12) and (15).
These results are verified by Monte-Carlo simulations where the
mean E{Z} is estimated from a large sample of an exponentially
distributed random variable. This can be understood as an input signal
that consists only of a stationary noise component. For this, the sample
isused as input of the first-order recursive filter, (2), where the adaptive
smoothing factor is replaced by the respective adaptive function, i.e.
(6), (11) or (14). For the estimation of E{Z} the mean of the filtered

Algorithm 1 Proposed algorithm for bias compensation.

1: for all observations x,; do

2:  Perform smoothing:
Zo=[1—a(ze,Te-1)|Te+(T0,T0-1)Tp-1.

3:  Compensate bias: ¥, = RT;.

4: end for

Algorithm 2 Iterative bias estimation for adaptive functions depend-
ingonZ.

1: 140, p0 <1, p+1.

2: while convergence criterion for p; is not met do

3:  Obtain p;41 using (4). The solutions for the adaptive functions
in [2, 3, 4] are given in (7), (12), and (15), respectively.

4: ii+1

5: end while

6: Compute compensation factor: R=p/p;, (16).
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Figure 1: Bias correction factor R; = p/p; computed for each
iteration step in Algorithm 1 given the adaptive functions in (7),
(12), (15) and the true bias correction term Ryc obtained from
Monte-Carlo simulations with 10° realizations.

output samples is computed by temporal averaging. The result is
used to determine a simulated correction factor Ryc analogous to
(16) which is used for comparison. For this analysis, a sample size of
100 realizations has been used. The outcome is shown in Table 1.
The analytically calculated values R assort well with simulated
quantities Rmc which indicates that the bias can be determined
exactly using the respective solutions for (3). Further, the results
in Table 1 show that due to their adaptive character, all adaptive
smoothing functions are biased even though the fixed parameter p
has been set to the true mean p. As the functions aa (z,p), (6), and
ap(z,p), (11), increase the smoothing for large values of z, the
influence of these values becomes smaller on the estimated mean
which results in an underestimation. Thus, the correction factors
for these function is larger than one. The opposite effect leads to
the overestimation which can be observed for the adaptive function
ac(z,p), (14). Here, a stronger smoothing is applied to small values
2 which, correspondingly, have a smaller influence on the estimated
mean in comparison to large values. As a consequence, the mean is
overestimated and a correction factor R < 1 needs to be applied.

4.2. Smoothing functions depending on =

Here, the dependence of the adaptive smoothing function a(z,%) on
the estimated mean x in (6), (11), (14) will be considered. For this, the
deviation is estimated using the iterative method given in Algorithm 2
and compared to the true bias which is obtained using Monte-Carlo
simulations. For the simulations, the procedure described in Sec-
tion 4.1 is used to determine an estimate of E{Z }. Here, however, T is
employed in the feedback loop instead of the fixed value p. The result
of each iteration step is shown as bias correction R; = p/ p; in Figure 1.
Additionally, the correction factor Ryc obtained from the Monte-
Carlo simulations is depicted. The deviation n= R/ Ruc is used as
quantitative evaluation criterion. Here, R denotes the bias correction
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Figure 2: Time-course of the sample z, the estimated mean T with
and without bias correction obtained using the adaptive function
aa(z,T), (6), [3, Section 14.1.3] and the true mean.

term obtained using the converged value of p; as in Algorithm 2.

The results show that the iteration converges for all considered
smoothing functions after 10 to 15 steps and that the value obtained
after convergence is independent of the initial condition po. Further,
the iteratively determined bias corresponds well with the Monte-Carlo
simulations. For a4 (z,p; ) the iteratively determined correction fac-
tor R is nearly identical to the true one. Here, the ratio 1 is —0.03 dB.
For ag(z,p;), (11), and e (,p:), (14), a small difference between
these two values can be observed where the iteratively determined
bias is usually less extreme than the true one. Here, 77 is —0.27 dB for
ag(z,pi), (11),and 0.32 dB for ac (z,p;), (14). This difference can
be explained by the fact that Z is not considered as a random variable
and also its correlations are omitted. Generally, for the adaptive
functions regarded in this analysis, the accuracy of the iterative
procedure, (4), gives a good estimate of the deviation which is caused
by the adaptive smoothing.

Figure 2 shows an example where the adaptive smoothing function
proposed in [3, Section 14.1.3] is used to estimate the mean of an
exponentially distributed sample where the default parameters are
used. This example is chosen as the effect of the bias compensation
is most drastic here. Besides the true mean p and the realizations
x, the average T and the corrected average 7 obtained by applying
Algorithm 1 are shown. Without any correction, the time-course of
the filtered input samples shows a large deviation from the true mean.
Here, the mean is underestimated by 10.2 dB. The underestimation
is less extreme, when lower values for o are chosen. Using the
factor R, the bias can be corrected which results in an estimate much
closer to the true mean. Correspondingly, also this example shows
that the proposed iterative procedure is able to assess the bias with
a sufficiently high precision and thus makes it possible to correct the
bias inferred by the usage of the adaptive smoothing.

5. CONCLUSIONS

In this paper, the bias of first-order recursive filtering with adaptive
smoothing factors has been investigated. The focus has been laid
on adaptive functions used in single-channel background noise PSD
estimators, namely [3, 4] and a function similar to [2]. Under the
assumption that the adaptive functions do not depend on the estimated
average, the bias can be analytically determined. It could be shown
that the bias does not depend on the scale of the smoothed input
quantity if an exponentially distributed random variable is assumed.
Further, an iterative method based on the analytical solution has been
proposed which can be used to determine the bias if the adaptive func-
tion does depend on the estimated mean. Even though this method
can only be considered as an approximation, the evaluations show
that the bias can be determined with a sufficiently high precision.
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