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ABSTRACT

Perceptual measures are usually considered more reliable than in-

strumental measures for evaluating the perceived level of reverber-

ation. However, such measures are costly in both time and money,

and, due to variations in stimuli or assessors, the resulting data is

not always statistically significant. Therefore, an efficient percep-

tual measure of the perceived level of reverberation is needed. We

compare the use of a multiple stimuli test with the use of pairwise

comparison for the evaluation of the perceived level of reverbera-

tion. The results suggest that using multiple stimuli is preferable

to pairwise comparison as long as the number of conditions to be

compared is not too large. Additionally, we use the results from the

conducted perceptual measurements to examine the reliability of ex-

isting instrumental measures of the perceived level of reverberation.

Our observations show which instrumental measures are effective in

highlighting differences between RIR characteristics and which ones

have to be preferred if one aims at predicting the level of reverbera-

tion perceived by a human assessor.

Index Terms— Reverberation, perceptual evaluation, instru-

mental measures

1. INTRODUCTION

In many speech communication applications, the speech signal ut-

tered by a user is recorded by a distant microphone. In an enclosed

space, the recorded signal is thus typically corrupted by both noise

and reverberation. The latter can be characterised by the room

impulse response (RIR) between the speech source and the micro-

phone [1]. Though early reflections can be beneficial to the speech

quality and intelligibility [2], large levels of reverberation are usually

detrimental in speech communication applications [3]. Therefore,

efforts have been made to design speech enhancement systems able

to suppress the reverberation [1] and common evaluation databases

have been published in recent challenges [4, 5]. However, the eval-

uation of the perceived level of reverberation, needed in order to

evaluate speech enhancement systems, remains a challenge.

The performance of speech enhancement systems are typically

assessed using either instrumental measures, i.e. metrics computed

from the recorded signal, or perceptual measurements, i.e. obtained

from human assessors. Instrumental measures are convenient to use
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but many, such as the Bark spectral distortion (BSD) [6], the percep-

tual objective listening quality assessment (POLQA) [7] or the per-

ceptual evaluation of speech quality (PESQ) [8], are often only cor-

related with overall speech quality. It has been proposed in [9] to pre-

dict the perceived level of late reverberation from the input signal and

the RIR. Unfortunately, the RIR is often unavailable, limiting the ap-

plicability of this measure. Some instrumental measures, such as the

speech to reverberation modulation energy ratio (SRMR) [10, 11],

or the reverberation decay tail (RDT) [12, 13], have been designed

specifically to evaluate the perceived level of reverberation and their

computation does not require knowledge of the RIR. However, such

instrumental measures might correlate only poorly with perceptual

measurements of the perceived level of reverberation [14], which are

generally considered more reliable. Therefore, perceptual measure-

ments are needed for both the evaluation of reverberation suppres-

sion systems and the development of reliable instrumental measures.

Unfortunately, perceptual measurements also have some draw-

backs. They are expensive and time consuming [15], often restrict-

ing researchers to use available instrumental counterparts. Addition-

ally, the most popular standards for the perceptual measurement of

dereverberation systems have been developed for different applica-

tions and might not always be the best methods to assess reverbera-

tion. The 5-point mean opinion score (MOS) [16] used, e.g., for the

evaluation of single channel speech dereverberation systems in [3],

has originally been developed for the evaluation of noise suppres-

sion algorithms. The multi stimuli test with hidden reference and

anchor (MUSHRA) [17] was originally developed for the evaluation

of audio codecs although it has also been used for the evaluation

of single-channel and multichannel speech dereverberation systems,

e.g., in [18, 19].

Some perceptual measures, such as MOS or MUSHRA, rely on

the simultaneous comparison of several conditions. As different re-

verberant conditions can be perceived as strongly similar by some

assessors, this simultaneous comparison can be difficult and may re-

sult in the lack of statistical significance sometimes obtained in such

tests [19]. In this paper, we propose to use pairwise comparison

for the evaluation of the perceived level of reverberation (PCEPLR),

aiming to facilitate the task of the assessors by asking them to com-

pare only two audio signals at a time, similarly as applied to, e.g., the

comparison of microphones for the recording of a singing voice [20].

Additionally, we propose modifications to the standard MUSHRA,

mostly in the design of the anchor and reference signals, aimed at

making this test more efficient in the evaluation of the perceived

level of reverberation. This measure will be denoted by multi stim-

ulus test with hidden reference and anchor for reverberant speech



(MUSHRAR) in the remainder of this paper in order to avoid confu-

sion with the standard described in [17].

This paper has two objectives. First, it aims at identifying a suit-

able perceptual measure for the level of perceived reverberation. We

propose and compare two perceptual measurement schemes which

are known from the fields of assessment of noise reduction algo-

rithms and audio coding and are adapted. We will refer to these

newly adapted scheme as MUSHRAR and PCEPLR and describe

them in Section 2. Additionally, this paper examines the relation of

the obtained perceptual scores with RIR characteristics and instru-

mental measures, summarised in Section 3, to compare their relia-

bility. The results, presented in Section 5, provide insight into the

choice of perceptual measurements to assess the perceived level of

reverberation and on the reliability of the considered instrumental

measures.

2. PERCEPTUAL MEASUREMENT SCHEMES

Two perceptual measurement schemes are considered in this paper.

During these tests, a total of N ×M audio samples are graded by

by each assessor, with N and M denoting the number of anechoic

speech utterances and the number of reverberation conditions, re-

spectively. Each grading session begins with a training phase, in

which the assessor listens to all files to be graded during the test in

order to become familiar with the presented speech material and to

adjust the sound volume in the audiological calibrated headphones

to a comfortable level. The two testing schemes, which are adopted

from known methods are described in the following subsections.

2.1. MUSHRAR

MUSHRA, as described in [17], consists of grading an attribute of

audio files on a continuous scale using sliders, as described in [21].

Each assessor is presented with M sliders N times, in order to com-

pare all conditions under test with each other. MUSHRA has been

designed for the evaluation of audio codecs and previous studies sug-

gest that some of its elements may not be appropriate for the evalu-

ation of the perceived level of reverberation [19]. Therefore, in this

paper, we propose MUSHRAR, which differs from MUSHRA in the

following ways.

In our proposed MUSHRAR scheme, the sliders are labeled

from “not reverberant” (scoring 0) to “very reverberant” (scoring

100), which is the opposite of what has been used, e.g., in [19], but

has been chosen because attributing a higher score to a higher per-

ceived level of reverberation is more intuitive for the assessor. Con-

sequently, the assessors are asked to give a score of 0 to at least one

of the samples, which, if identified correctly, should be the hidden

reference. In our test, the reference consists of anechoic speech con-

volved with a RIR having high direct-to-reverberant ratio (DRR) and

low T60 (cf. Section 4), instead of a clean or anechoic speech signal,

in order to make it sound more natural to the assessor. Additionally,

the anchor consists of speech convolved with a RIR having low DRR

and high T60 (cf. Section 4), instead of a low-passed (at 3.5 kHz)

speech signal, which is prescribed in the standard MUSHRA. The

reason is that, while a 3.5 kHz low pass may be reasonable as an

anchor in speech coding, this filter may actually reduce the level of

perceived reverberation and is therefore unsuited for our application.

2.2. PCEPLR

During the PCEPLR testing phase, each assessor is presented with

two audio samples, labeled “A” and “B”. The assessor is asked to

listen to both and to indicate if the perceived level of reverberation

is larger in “A” or in “B”, or if both are perceived as equally rever-

berant. This selection is made by ticking checkboxes as described

in [20]. Each combination of utterance and condition is compared to

itself once, no comparison is made between different utterances and

no comparison is repeated. This leads to a total of

P = N ×

(
M !

2(M − 2)!
+M

)
(1)

pairs to be evaluated by each assessor. In this paper, n denotes the

sample index and yi,j(n) denotes the signal consisting of the i-th
utterance in the j-th condition. The pairwise score attributed to

yi,j(n) by one particular assessor is computed similarly as in [20]

and normalized to range between 0 and 100 for easier comparison

with MUSHRAR.

3. INSTRUMENTAL MEASURES

The scores resulting from the perceptual measurements are com-

pared with existing instrumental measures of the level of reverbera-

tion. The considered measures are the SRMR [10] and its extention

SRMRx [11] as well as the RDT [12] and its extension RDTx [13].

Additionally, we consider the PESQ score [8], which, though origi-

nally developed for the evaluation of audio codecs, has been used in

numerous contributions to evaluate the performances of speech dere-

verberation algorithms, e.g., [18, 19, 22, 23]. It can be noted that the

SRMR and the SRMRx are non-intrusive measures, whilst the com-

putation of RDT, RDTx and PESQ requires a reference signal.

The computation of the SRMR relies on decomposing the in-

put signal using gamma-tones filter banks from which the temporal

envelope is extracted. The SRMR value is computed as the ratio

between the modulation energy in the higher and lower frequen-

cies [24]. However, it has been observed that the SRMR is highly

correlated with both pitch and speech content, limiting its value as

a measure of the perceived level of reverberation. In order to avoid

these detrimental effects, the SRMR has been extended in [11]. This

extension, denoted by SRMRx in this paper, limits the influence of

pitch and speech content by using a narrower range of modulation

frequency and by introducing upper and lower energy bound values

in each band.

The RDT has been proposed in [12] to measure the tail effect of

reverberation by jointly characterising the relative energy in the tail

of the RIR and the rate of its decay. The computation of the RDT

consists of, first, representing both the signal to be evaluated and the

corresponding reference signal in the Bark domain. Time periods

which would be most affected by reverberation are identified from

the Bark representation of the reference signal. Once these periods

have been identified, the RDT is then computed as the ratio between

the reverberant energy, relative to the direct path energy, and the

reverberation rate of decay. The RDTx [13] differs from the RDT

most notably in the computation of the Bark spectrum and in the

detection of the time periods affected by reverberation.

4. EXPERIMENTAL SETUP

The audio signals presented to the assessors have been generated by

convolving anechoic speech with recorded RIRs and adding ambient

noise, i.e.

yi,j(n) =

(
Lh−1∑
�=0

si(n− �)hj(�)

)
+ vj(n), (2)
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Fig. 1. Scores obtained using the considered perceptual and instrumental measures.

RIR labels A B C D E F

T60 [s] 0.18 0.38 0.44 0.62 0.66 1.29

DRR [dB] 11.31 8.38 0.94 12.19 5.09 4.95

Table 1. RIR characteristics

with si(n), vj(n), yi,j(n) and hj(n) denoting the anechoic speech,

the noise, the generated signal and the recorded RIR of length

Lh, respectively. All signals are sampled at a sampling frequency

of 16 kHz and the stimuli have durations ranging from 14 s to 18 s.

For all assessors, the same M = 6 RIRs have been used, j ∈
{1 · · · 6}, as summarised in Table 1. These RIRs are taken from ei-

ther the SMARD corpus [25] (j = 1), or from the ACE challenge

corpus [5] (j > 1). These RIR databases have been chosen for

both their realistic range of RIRs characteristics, and for the fact that

each recorded RIR is accompanied by a recording of ambient noise,

recorded in the same room and at the same microphone position,

from which vj(n) is extracted. All signals to be assessed have a

signal to noise ratio (SNR) of 20 dB, computed using the early re-

verberant speech, considering the first 50 ms of the RIR, as target

signal and computing the speech energy according to [26]. For each

assessor, N = 3 utterances have been randomly selected from the

TIMIT [27] database of anechoic speech i ∈ {1 · · · 3}. The energy

of the direct speech has been normalised to be equal over all condi-

tions for each speech utterance.

A total of 28 self-reported normal hearing assessors participated

in the perceptual measurements. All assessors conducted the test

in a soundproof booth and listened to the diotic signals reproduced

using an audio interface (RME: Fireface 800) and closed-back head-

phones (Senheiser: HDA 300). Each assessor started the grading

session with the training phase before evaluating the files using both

MUSHRAR and PCEPLR. The order in which the tests appeared

was randomised for each assessor in order to limit potential biases

and training effects.

5. RESULTS

The scores obtained using both proposed perceptual measures as

well as all considered instrumental measures are depicted in Fig. 1,

for all tested signals. Considering the perceptual scores, it can be

seen in the left panel of Fig. 1 that both anchor and reference have
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Fig. 2. Pearson correlation coefficients, over all assessed samples,

between the perceptual measures and the considered RIRs charac-

teristics and instrumental measures,. Stars and double stars indicate

statistical significance at p < 0.05 and p < 0.01, respectively.

been identified correctly by the assessors. This was not the case

in some other studies using MUSHRA, e.g. [19], suggesting that

the difference in designing anchor and reference signals are benefi-

cial and that the assessors were reliable. However, it appears that

a large interquartile range, i.e. the spread, can be observed in both

MUSHRAR and PCEPLR, for RIRs B to E. The fact that the per-

ceptual scores obtained on RIRs B and D as well as C and E show

close medians illustrates that the perceived level of reverberation is

more largely influence by the DRR than by the T60. PCEPLR yields

a lower spread than MUSHRAR in some conditions, e.g. RIR B, but

larger in others, e.g. RIR D.

The results show that the scores obtained using the SRMR show

the largest spread of all the considered instrumental measures. How-

ever, this spread is greatly reduced in the case of SRMRx, suggesting

that the extension of the SRMR measure is beneficial, confirming the

results from [11]. On the other hand, RDT and RDTx show similar

behaviour, except at the largest considered T60, i.e. RIR F, for which

the scores obtained using RDTx show a larger spread than the ones

obtained using RDT.



Fig. 3. Results of the Wilcoxon rank-sum test for all considered measures. Dashed areas represent unconsidered self-comparisons. The

statistical significance criterion has been set at p < 0.05/4 to account for Bonferroni correction. Grey and black areas represent significant

and non significant differences between two RIRs, respectively.

5.1. Statistical analysis

This subsection provides further statisitical analysis of the obtained

results, excluding the scores of the reference and anchor, i.e, only

RIRs B to E are taken into account.

The Pearson correlation coefficients between the perceptual

measures and the considered RIRs characteristics and instrumental

measures and over all assessed signals are depicted in Fig. 2. It can

be observed, in the left panel of Fig. 2, that the perceived level of

reverberation measured with either MUSHRAR or PCEPLR is more

correlated with the DRR (|p| up to 0.67) than with the T60 (|p| up

to 0.13). This reinforces the conclusion that the DRR has a larger

influence than the T60 on the perceived level of reverberation and

that these RIR characteristics should be considered in combination

to predict the perceived level of reverberation. Among the consid-

ered instrumental measures, SRMRx and RDT show the highest

correlations with the perceptual scores with |p| up to 0.40 and 0.44,

respectively. This illustrates the advantage of instrumental measures

specifically designed for the evaluation of the perceived level of

reverberation, contrary to PESQ which yields a correlation of |p|
up to 0.34. However, as instrumental measures are often used to

identify differences between algorithms, further analysis is needed

to generalized these results to the evaluation of processed signals.

The Friedman scores [28] for each measure are depicted in Ta-

ble 2 and show that all considered measures reveal at least one sig-

nificant difference between all considered conditions. However, in

order to examine the pairwise differences between conditions, the re-

sults of a Wilcoxon rank sum test [29] are depicted in Fig. 3. Consid-

ering the perceptual measures, both MUSHRAR and PCEPLR show

significant differences for all pairs of conditions except between B

and D and between C and E. The fact that these two perceptual mea-

sures achieve similar results suggests that MUSHRAR is preferable

for most studies as it requires less time than PCEPLR from each

assessor. However, as the number of conditions being compared is

limited in MUSHRAR, it is recommended in [17] to not exceed 12

conditions, PCEPLR should be prefered in studies comparing a large

MUSHRAR PCEPLR SRMR SRMRx RDT RDTx PESQ

p < 0.05 < 0.05 < 0.05 < 0.05 < 0.05 < 0.05 < 0.05
χ2 149.7 176.4 13.2 123.8 188.9 136.4 115.6

Table 2. Results of the Friedmans test for all considered percep-

tual and instrumental measures. The value p < 0.05 indicates the

significance of the results and χ2 denotes the Friedmans chi square

statistic.

number of reverberant conditions.

Concerning the instrumental measures, our results indicate that

SRMR and RDT show significant differences between all pairs of

conditions, suggesting that these instrumental measures are effective

in highlighting differences between reverberant conditions but not in

predicting the level of reverberation perceived by a human assessor.

On the other hand, both SRMRx and PESQ exhibit the same be-

haviour as MUSHRAR and PCEPLR, suggesting that they are more

able to predict the level of reverberation that would be perceived by

a human assessor.

6. CONCLUSION

We have proposed and compared the use of MUSHRAR and of

PCEPLR for the evalaution of the perceived level of reverberation.

Our analysis showed that both measures yield similar results and that

the proposed MUSHRAR should be prefered to PCEPLR as long as

the number of conditions to be compared is small enough, preferably

less than 12. The relation between the perceptual scores and RIR

characteristics showed that the DRR has a larger influence than the

T60 on the perceived level of reverberation but that neither the DRR

nor the T60 alone is sufficient to predict the perceived level of rever-

beration. The considered instrumental measures showed that some

are suitable to highlight differences in reverberation conditions, e.g.

RDT, but that others are more suitable for the prediction of the per-

ceived level of reverberation, e.g. SRMRx and PESQ.
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