
IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 23, NO. 2, FEBRUARY 2015 383

Two-Stage Filter-Bank System for Improved
Single-Channel Noise Reduction in Hearing Aids

Alexander Schasse, Timo Gerkmann, Member, IEEE, Rainer Martin, Fellow, IEEE,
Wolfgang Sörgel, Thomas Pilgrim, and Henning Puder, Member, IEEE

Abstract—The filter-bank system implemented in hearing
aids has to fulfill various constraints such as low latency and
high stop-band attenuation, usually at the cost of low frequency
resolution. In the context of frequency-domain noise-reduction
algorithms, insufficient frequency resolution may lead to annoying
residual noise artifacts since the spectral harmonics of the speech
cannot properly be resolved. Especially in case of female speech
signals, the noise between the spectral harmonics causes a distinct
roughness of the processed signals. Therefore, this work proposes
a two-stage filter-bank system, such that the frequency resolution
can be improved for the purpose of noise reduction, while the
original first-stage hearing-aid filter-bank system can still be used
for compression and amplification. We also propose methods
to implement the second filter-bank stage with little additional
algorithmic delay. Furthermore, the computational complexity is
an important design criterion. This finally leads to an application
of the second filter-bank stage to lower frequency bands only,
resulting in the ability to resolve the harmonics of speech. The
paper presents a systematic description of the second filter-bank
stage, discusses its influence on the processed signals in detail
and further presents the results of a listening test which indicates
the improved performance compared to the original single-stage
filter-bank system.

Index Terms—Cascaded filter-bank system, hearing aids, low
delay processing, single-channel noise reduction.

I. INTRODUCTION

T HE purpose of hearing aids is to compensate auditory dys-
functions as experienced by hearing impaired people. The

most common class is the sensorineural hearing loss [1], which
results in several, and in general frequency dependent effects.
First of all, the listening threshold is increased due to a dys-
function of the outer hair cells in the cochlea. However, the
threshold of uncomfortable sound level is usually only slightly
affected. Therefore, the first task of a hearing aid is to compress
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the captured signals to match the reduced dynamic range per-
ceived by the impaired listener. This is done through an ampli-
fication of soft sounds, while loud sounds remain unchanged.
Secondly, the temporal and spectral resolution of the cochlea
is decreased, which affects the ability to separate target speech
from ambient background noise or competing speakers. As a
countermeasure, hearing aids apply speech enhancement to im-
prove the signal-to-noise ratio (SNR) which has a positive ef-
fect, not only on the listening comfort but also on speech intel-
ligibility [1]. Modern hearing aids usually make use of multiple
microphones on each device to apply beamforming algorithms
or even provide a wireless binaural link between the hearing aids
on both ears. Since the microphone distances are usually very
small on a single device, the largest gain can be achieved by
utilizing differential beamformers [2], [3]. Such techniques can
be used to reduce the sound coming from the back direction or
to adaptively cancel a target noise source. However, after direc-
tional processing, single-channel noise reduction (NR) is still of
great importance to further boost the signal quality and reduce
listening effort.
The effects caused by a sensorineural hearing loss are in gen-

eral frequency dependent. Therefore, it is reasonable to sepa-
rate the microphone signal(s) into several frequency channels
and apply, e.g., different compression rules and NR gains to
each of these sub-bands. One efficient way to implement a fre-
quency analysis, are uniformly-modulated filter-bank systems
(FBS) [4], [5]. In this case, a fixed prototype low-pass filter is
modulated to the center frequency of the respective subband,
and finally used as a band-pass filter. This approach is espe-
cially efficient since it can be implemented using the fast Fourier
transform (FFT) algorithm. Other filter-bank structures try to
mimic the frequency decomposition of the human cochlea, e.g.
the gammatone filter-bank system [6] or the constant Q trans-
form [7], [8], but have usually a higher computational com-
plexity and/or do not provide perfect signal reconstruction.
When developing a uniformly-modulated FBS for hearing aid

purposes, [9]–[11] propose methods for the design of prototype
low-pass filters for signal analysis and resynthesis. The design
of these filters, as well as the proper choice of the DFT length
, the window length and the decimation factor are the de-

sign criteria which define the computational complexity as well
as the resulting stop-band attenuation. Especially the latter is
of great importance, since strong amplification of up to 60 dB
[12] is applied to the frequency channels. The prototype filters
or window functions have to provide a high stop-band atten-
uation to minimize the crosstalk between different sub-bands.
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This design process usually results in a FBS which is optimized
in terms of computational complexity, processing delay (max.
of 10 ms [13]) and stop-band attenuation, but it also does not
allow a high frequency resolution.
In the context of NR, we assume the additive noise model in

the short-time frequency domain

(1)

where is the clean speech signal, is the noise
signal, and is the noisy mixture. The indexes and
represent the time-frame and frequency-bin index, respectively.
NR algorithms like the Wiener filter [14], [15], or the min-
imum mean-square error (MMSE) (log) amplitude estimators
proposed in [16], [17] apply instantaneous and real-valued gains

which result in the estimated clean speech component

(2)

The respective time-domain signals are defined as for the
noisy input signal, is the clean speech signal, is the
additive noise and is the enhanced output signal. Of course,
the performance of the NR algorithm depends on the properties
of the spectral analysis system. If the frequency resolution is too
low, the noise between the harmonics cannot be removed, which
leads to annoying residual noise. Therefore, and as an extension
of [18], we further investigate the concept of a cascaded FBS
with the purpose to improve the frequency resolution for NR,
while the remaining tasks of the hearing aid, such as amplifi-
cation and compression, can still be performed in the original
FBS. We evaluate new concepts of an efficient implementation,
discuss the influence when reducing the computational load and
evaluate the different FBS implementations in the context of
single-channel noise reduction in a listening test.
The paper is structured as follows. In Section II, we analyze

the effect of poor frequency resolution to noise reduction algo-
rithms. To do that, we define a filter-bank system appropriate for
hearing aids and implement a frequency-domain Wiener filter.
Section III then proposes the concept of the cascaded FBS,
and discusses approaches to implement the second filter-bank
stage with low additional algorithmic delay. Section IV then
discusses procedures to reduce the computational load sys-
tematically by sharing the NR gains in spectrally overlapping
sub-bands. Section V presents objective results, as well as the
results of a listening test. Finally, in Section VI we summarize
the main results of our contribution and give a short outlook on
future research topics.

II. SINGLE-CHANNEL NOISE REDUCTION IN HEARING AIDS

Assuming the single-channel, noisy signal model of (1), we
first design a FBS using the approach proposed in [9]. As design
parameters, we set the DFT length to , the length of the
analysis and synthesis prototype filters to ,
the decimation factor to , and we process signals at
a sampling frequency of kHz. This leads to a band
distance of Hz and a frame rate of ms.
The delay of this filter-bank system is 4 ms.

Since hearing aid manufacturers only provide little informa-
tion about their NR systems, we implemented a frequency-do-
mainWiener filter as a well established reference algorithm. The
Wiener filter with gain is based on the decision-di-
rected approach [16] to estimate the a-priori SNR in
each frequency bin at each time frame as

(3)

(4)

Here, is an estimate of the
a-posteriori SNR. Furthermore, we apply a spectral floor to the
Wiener gains of dB to ensure a natural sounding
background noise in the processed signals. We use an ideal-
ized noise power estimator based on the usually unknown noise
signal defined as

(5)

This facilitates the comparison of different FBS settings in later
sections, since we only need to adapt the smoothing parameter

to the respective sampling frequency and decimation ratio
to provide comparable noise estimates.
Fig. 1(a) shows the spectrogram of a short sequence of

female speech (the fundamental frequency is in a range of
180 Hz - 220 Hz) mixed with traffic noise at a segmental input
SNR of 0 dB, using the FBS as designed above for frequencies
up to 1.5 kHz. The figure clearly shows the low frequency reso-
lution which is not able to resolve the spectral harmonics of the
speech signal. After applying the spectral gains of the Wiener
filter, the noise power is clearly reduced as shown in Fig. 1(b),
but a further analysis of the processed signal in Fig. 1(c) using
a frequency resolution of 15.625 Hz reveals that noise between
the harmonics is not affected. This leads to residual noise
artifacts during speech activity, especially in case of high
fundamental frequencies. As a comparison, Fig. 1(d) shows
the spectrogram of an improved speech signal after processing
in a FBS with a frequency resolution of 31.25 Hz. Finally,
Fig. 1(e) compares the spectra of a single frame observed at
5.6 s in more detail. We can observe that the distance between
the spectral harmonics of the speech signal and the residual
noise is larger if the NR algorithm is applied at the higher
frequency resolution. In case of a filter-bank system providing
a band distance of 250 Hz in combination with single-channel
NR, one experiences a distinct roughness in the processed
signals due to the residual noise between the harmonics. If the
fundamental frequency is larger, e.g., as in case of female or
child speech, this effect is even increased. Therefore, we like to
improve the frequency resolution for NR without affecting the
stop-band attenuation or the low processing delay. In this con-
text, we propose a cascaded filter-bank design as an extension
of a well-tuned hearing-aid FBS.
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Fig. 1. Frequency resolution comparison for female speech mixed with traffic
noise at 0 dB seg. input SNR: (a) noisy input speech, low frequency resolution;
(b) processed speech, low frequency resolution; (c) same signal as in (b), but
the spectrogram was computed at a high frequency resolution; (d) the NR was
performed at a high frequency resolution. All spectrograms show a frequency
range of kHz and the same dynamic range of 50 dB. The plot in (e) com-
pares the spectra of a single voiced frame at 5.6 s.

III. CASCADED FILTER-BANK SYSTEM

The DFT coefficients computed in the FBS as discussed
above can be interpreted as sub-band signals with time
index and sub-band index . Therefore, we can easily
implement a second FBS to perform a further frequency

analysis and resynthesis of each sub-band signal. This leads
to a short-time frequency-domain representation of the th
sub-band signal defined as . The indexes
and indicate the time frame and frequency bin within the
second filter-bank stage. When applying no decimation in the
second stage, the time-frame indexes of the first and second
FBS are the same. Otherwise, we set , where is the
decimation factor of the second FBS. The resulting frequency
resolution is then given by the DFT length and is defined as

, where is the sampling frequency
of the sub-band signals . Fig. 2 shows an overview of
the two-stage filter-bank system. For later purposes we have
already introduced , which defines the highest frequency
channel of the first stage to which the second stage is applied.
Since we are processing real-valued signals and because
of spectral symmetry, the figure considers the frequency chan-
nels only.
A noise reduction algorithm such as theWiener filter can now

be implemented in the second stage likewise to Section II. All
smoothing parameters, e.g. in (5), have to be adapted to the
new filter-bank settings to achieve the same amount of variance
reduction. The challenge of this two-stage design, however, is
to achieve a low overall signal delay. Solutions to this challenge
are reviewed next.

A. Filter-Bank Equalizer
The filter-bank equalizer (FBE) proposed in [19]–[21] is a

technique to efficiently implement a signal modification by
spectral weights as a time-domain filter. It is in principal also
able to provide a non-uniform frequency resolution, however,
we use a uniformly modulated filter-bank implementation.
Furthermore, we especially focus on [20] which presents
methods to reduce the algorithmic delay of the FBE by using
short finite-impulse response (FIR) or infinite-impulse response
time-domain filters (IIR). Fig. 3 shows a block diagram of the
FBE in the context of the proposed two-stage FBS. Here, the
noisy input samples of the th sub-band signal are
rearranged into segments of length , multiplied with an
analysis window and transformed to the frequency domain
of the second filter-bank stage, using a fast discrete Fourier
transform (DFT) implementation. Then, an NR algorithm com-
putes the spectral gains . The idea of the FBE is now
to compute linear-phase FIR or minimum-phase IIR filters,
that correspond to the NR gains. This is done by transforming
the spectral gains back to the sub-band time domain using the
inverse generalized DFT (IGDFT), multiply the result with a
prototype low-pass filter to ensure perfect reconstruction in
case of , and approximate this filter by (shorter)
linear-phase FIR filters or minimum-phase IIR filters. These
time-varying filters are then applied within each frequency
channel of the first filter-bank stage instead of a conventional
multiplication in the respective sub-band frequency domain.
Besides the parameters of the second filter bank stage, the

FBE is defined by the linear phase FIR filter length or the
respective minimum-phase IIR filter length . In case of the
linear-phase FIR filter, the filter length defines the algorithmic
delay of the processing which is given as . In case
of the minimum-phase IIR filter, the algorithmic delay is close
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Fig. 2. Overview of the frequency decomposition and NR processing within the two-stage filter-bank system. The time-domain signal is decomposed into
frequency channels by the first analysis filter-bank system (AFBS). The second filter-bank stage is only applied in lower frequency channels up to the sub-band

index , while the remaining channels are delayed w.r.t. the implementation of the second stage. Finally, the time-domain signal is the output of the last
synthesis filter-bank system (SFBS).

Fig. 3. Block diagram of the FBE [19]–[21]. The noisy input samples of the
th sub-band signal are arranged into segments and weighted by an analysis

window. Applying the DFT to these segments generates the second frequency
decomposition . Then, the spectral gains of a NR algorithm like the
Wiener filter are computed and transformed to the sub-band time domain using
the IGDFT. The resulting coefficients are multiplied with a prototype low-pass
filter and approximated by a linear-phase FIR or a minimum-phase IIR filter,
which is then applied to the noisy signal .

to 0. However, the computation of the IIR filter coefficients is
demanding [21], which turns this approach almost unsuitable for
an application in hearing aids. Therefore, we will mainly use the
FIR implementation of the FBE in later evaluations.

B. Non-Symmetric Window Functions
In [22], the authors propose the design of non-symmetric

analysis and synthesis window functions, originally to adapt the
time and frequency resolution of a single-stage FBS to the dif-
ferent characteristics of transient and more stationary speech
sounds. In the context of this contribution, we distinguish be-
tween the length of the synthesis filter which directly de-
fines the algorithmic delay as sub-band samples, and

the length of the analysis window, which also defines the DFT
length, i.e., . Now, using the approach of [22], we can
freely adjust the algorithmic delay and the frequency resolution
of the second filter-bank stage, however, the choice of also
defines the maximum frame advance in case
of Hann-like windows and thus the computational complexity.
The non-symmetric windows are designed such that their el-
ement-wise multiplication results in a Hann window function
with the same length as the synthesis window. This leads to
perfect reconstruction in case of no signal modification when
using an appropriate overlap-add scheme for the synthesis of
the sub-band signals as shown in Fig. 2.
Fig. 4 shows two examples of window function pairs. The

first example on the left side shows two square-root Hann win-
dows with , while in the second example on the
right hand, a shorter synthesis window length is used which af-
fects the shape of the analysis window. For our filter-bank de-
sign we must require that at least the first element of the window
functions shown in Fig. 4 has to be 0, which guarantees the per-
fect reconstruction property. The delay caused by the second
filter-bank stage is now defined by the number of nonzero ele-
ments reduced by 1 in the synthesis window. Therefore, in the
first example of Fig. 4, i.e. , the delay is 14 sam-
ples, in the second example, the delay is reduced to 2 samples.
Therefore, we use a unified notation of the window lengths as

and or , cor-
responding to the two examples in Fig. 4, where the number in
parenthesis accounts for the number of elements equal to zero.

C. Low-Delay Spectral Analysis

When using the second filter-bank stage the frequency
decomposition of the whole FBS is affected. The different
effects of the two-stage approaches are shown in Fig. 5.
The (a)–(d) show the frequency responses of the first-stage
sub-band within the second filter-bank stage. It also
shows the frequency responses of the first-stage sub-band
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Fig. 4. The window functions defined in [22] allow different lengths of the
analysis (black) and synthesis windows (gray). The figure shows two examples
for , i.e., one element of the window is zero, the remaining
15 elements are nonzero. In case of , the resulting windows
are both square-root Hann windows, in case of , the windows
are non-symmetric. The plots at the bottom show the respective frequency re-
sponses. , .

and its close-by frequency channels. In Subfigure (a), we
set and , which corresponds to
a conventional, i.e., not a low-delay implementation. The figure
also defines the indexing of the frequency channels within the
second-stage, i.e., in case of , .
The sub-bands and have the same center frequency
as the respective first-stage frequency channel , however,
the sub-band has no distinct maximum and contains
the least signal power. The remaining channels are arranged
symmetrically around the centering sub-band . Due
to the spectral overlap of the first-stage frequency channels,
the second filter-bank stage contains quite some redundancy,
which can be used to reduce the computational complexity,
as discussed in Section IV. When implementing the second
filter-bank stage with less delay, the shape of the frequency
responses changes. In case of the shorter synthesis window
length in Subfigure (b), the second filter-bank
stage becomes less frequency selective. When using the FBE
with an FIR filter length of , the frequency responses
are even more distorted, which can be observed for and
4. In case of the IIR implementation of the FBE, the frequency
responses clearly change their shape and are more selective
than the FIR implementation.

IV. COMPUTATIONAL COMPLEXITY REDUCTION

A. Application to a Reduced Subset of Frequency Channels
In general, speech signals consist of voiced and unvoiced

sounds. Voiced sounds are defined by the fundamental fre-
quency , respective harmonics, and most of their energy is
found at lower frequencies. Unvoiced sounds usually appear
in a wider frequency range, and show fast temporal changes
or noise-like characteristics. Therefore, similar to the idea pro-
posed in [22], it seems to be reasonable to use the high temporal
resolution of the first filter-bank stage for unvoiced sounds in
higher frequency channels, while the second filter-bank stage is

Fig. 5. Frequency responses of the two-stage filter-bank system in dif-
ferent implementations as defined in Table I. (a) 2Stage: Cascaded FBS, no
low-delay implementation, (b) MM Ls4: Non-symmetric window functions,

, (c) LV FIR8: FBE with , (d) LV IIR8: FBE with
.
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TABLE I
FILTER-BANK SETTINGS USED IN THE EVALUATION. IN ALL

TWO-STAGE FBSS, IS SET TO 12 FOR LATER EVALUATIONS WHICH
CORRESPONDS TO AN APPLICATION OF THE SECOND STAGE UP TO

3 kHz. TO INDICATE THE USE OF THE COPY PATTERN IN FIG. 7 WHICH
REDUCES THE NUMBER OF COMPUTED SPECTRAL GAINS, WE EXTEND

THE RESPECTIVE LABELS BY _RC, E.G. LV_FIR8_RC.

implemented in lower frequency channels. We propose to apply
the second filter-bank stage only up to a fixed frequency-bin
index as shown in Fig. 2, while a time varying decision

or even a voiced/unvoiced detection might further
improve the performance. However, these latter algorithmic
variants do not lie in the scope of this paper. As another benefit
of fitting the temporal and spectral resolutions to the different
needs of voiced and unvoiced sounds, we also reduce the
computational complexity since the second filter-bank stage
is implemented in a reduced number of first-stage frequency
channels. In order to find an optimal value for , we analyze
its influence on the output SNR for female speech mixed with
different noise signals at a seg. input SNR of 0 dB in Fig. 6.
For all noise signals, we can observe that the higher frequency
resolution is most efficient at lower frequencies. In case of
white Gaussian noise, the best performance is achieved when
setting which corresponds to a frequency of 3 kHz.
After this boundary, the output SNR decreases, due to the
reduced temporal resolution which affects the representation
of unvoiced sounds. For stationary speech-shaped noise and
traffic noise, the output SNR saturates between 1 kHz and
2 kHz, while there is no decline at higher values for due to
less noise power at higher frequencies. Therefore, we set to
a fixed value corresponding to 3 kHz for later evaluations. In
comparison to the application of the second filter-bank stage in
each first-stage frequency channel, the computational load is
reduced significantly.

B. Efficient Share of Spectral Gains
As proposed in [18], we can also make use of the inherent cor-

relation of the second filter-bank stage due to spectral overlap.

Fig. 6. When applying the second filter-bank stage to a reduced set of first-
stage frequency channels, the seg. output SNR indicates an optimal value of
3 kHz which corresponds to for white Gaussian noise. In case of
speech-shaped stationary noise and traffic noise, the output SNR saturates at
lower frequencies. The results shown in this figure were averaged for 4 female
speech signals for a fixed segmental input SNR of 0 dB (see Section V).

Fig. 7. The figure shows a copy pattern, designed w.r.t. the inherent correlation
of the second filter-bank stage due to overlapping frequency channels. The gains
within the white region are computed, and used in the remaining sub-bands on
the left side (gray). The different shadings of the gray region describe the amount
of correlation to those bands from which the respective gains are copied, indi-
cated by arrows. The dark shading ( ) indicates a correlation of 1, ( ) defines
a high correlation, and ( ) describes less correlation. By using this pattern, we
halve the amount of computed spectral gains in the second filter-bank stage.

Depending on the choice of all FBS parameters, it is even pos-
sible to findmultiple frequency channels in the second stage that
share a common center frequency, defined as

(6)

with . As shown in [18],
the data in those channels sharing the same center frequency is
highly correlated. Therefore, it is sufficient to compute the spec-
tral NR gains only for a smaller subset of frequency channels.
By exploiting the inherent redundancy of the two-stage FBS, we
are therefore able to define reasonable strategies to reduce the
amount of computed spectral gains. This leads to copy patterns
such as shown in Fig. 7 for , which will be used in later
studies to reduce the amount of computed NR gains within the
second filter-bank stage. In Fig. 7, the spectral gains of the white
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regions of the plane are computed. The remaining gains
are then copied from these sub-bands, while the gains of the
sub-band are set to zero. The copy pattern distinguishes
between bins with maximum, higher and less correlation. The
data in the first frequency channel is real-valued, there-
fore the spectral gains of the second stage are symmetrical, i.e.,

. This copy process is described as one
with maximum correlation, indicated by the dark gray shading.
The copy processes with higher correlation are done between
two adjacent frequency channels of the first stage in the pattern

. Finally, the copy processes with less
correlation are applied across a wider spectral gap in the first
stage, which leads to the pattern ,
indicated by the light gray shading. Even if the respective fre-
quency responses show very different shapes, these bands share
the same center frequency such that the sub-band signals are still
correlated to each other.

C. Computational Complexity Assessment

To compare the computational complexity of the different ap-
proaches, we count the number of real-valued operations. Re-
garding a straightforward implementation of the frequency do-
mainWiener filter in combination with the decision-directed ap-
proach and a noise power estimator as defined in (5), we count
25 real-valued operations for each improved DFT coefficient.
To evaluate the additional computational load of the cascaded
filter-bank design, we count the real-valued operations to ob-
tain improved first-stage DFT coefficients . When
counting these operations, we do not distinguish between addi-
tions, multiplications and divisions. To process DFT coeffi-
cients using the first filter-bank stage only, we need

Stage (7)

operations per frequency channel. To obtain DFT coefficients
from the second filter-bank stage, we need

Stage (8)

operations per first-stage frequency channel . Again, we as-
sume 25 real-valued operations for each improved DFT coef-
ficient, but now we also have to include the number of com-
putations for the FFT and IFFT (in case of , ),
the windowing and the overlap-add process (OLA). When using
the copy pattern in Figure 7 (or a similarly designed pattern for
other DFT lengths ), the number of operations per frequency
channel is reduced to

Stage,red

(9)

Therefore, we can compute the additional computational load as

Stage
Stage

(10)

Fig. 8. Increase in computational complexity for different cascaded filter-bank
implementations as a function of the DFT length compared to the conven-
tional single-stage FBS. Full Cascaded describes the application of the second
filter-bank stage in all first-stage frequency channels,Up to 3 kHz is the applica-
tion to a reduced set of first-stage frequency channels which is further optimized
in Red. Complexity by using copy patterns similar to Fig. 7.

Stage Stage
Stage

(11)
Stage,red Stage

Stage
(12)

Here, describes the additional computational loadwhen im-
plementing the second filter-bank stage with DFT length in
each first-stage frequency channel, for an implementation of
the second stage only in first-stage frequency channels, and

describes the case when we also apply efficient copy pat-
terns. Fig. 8 shows the results for different second-stage DFT
lengths and critically oversampled FBSs, i.e., .
We observe that the implementation of the second stage in each
first-stage sub-band (Full Cascaded, ) increases the com-
putational load by 200 - 300%, depending on the choice of .
By applying the second stage only up to 3 kHz (Up to 3 kHz,

with ), the computational extra cost is reduced to
75 - 125%, while the application of the copy patterns (Red.
Complexity, ) further reduce the extra cost to 40 - 90%.
In the context of the low-delay implementations, the use of

the non-symmetric window functions by [22] is comparable to
the results shown in Fig. 8, however, the decimation ratio is
usually set to smaller values, which increases the computational
load. The implementation of the FBE will not be discussed in
detail, however, especially the use of IIR filters comes with a
high computational cost. The use of FIR filters results in very
similar computational extra costs as the costs discussed in this
section and shown in Fig. 8.

V. EVALUATION RESULTS

A. Objective Evaluation
To evaluate the performance of the two-stage filter-bank

system in the context of single-channel noise reduction, we use
parts of the TSP database [23] as speech corpus, resampled at
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16 kHz. Each file has a length of 15 s and contains 6 sentences.
For the objective evaluations, we distinguish between female
and male speech by averaging the results for 4 speech files each.
We add white Gaussian noise or speech-shaped stationary noise
to these speech signals at 0 dB segmental input SNR to generate
noisy speech files. For the listening experiment in Section V-B,
we also mixed the same speech signals with babble and traffic
noise taken from the Sound Ideas 6000 database [24]. The input
and output SNR values are computed via

(13)
where is the set of time frames of length that contain
speech, identified in the clean speech signal . To quantify
the amount of noise reduction and speech distortion, we also use
the seg. NR and the seg. speech SNR, defined as

Speech SNR

(14)

(15)

In these definitions, is the improved output
signal, while the signals and represent the residual
speech and noise components in the time domain after pro-
cessing, respectively. Thus, the speech SNR measures the dis-
tance of the processed clean speech signal to the unpro-
cessed speech signal and is therefore a measure of speech
distortion. All NR algorithms are tuned to achieve the same
amount of seg. NR of 11 dB. In case of the two-stage FBS,
this was done when applying the second stage to all first-stage
frequency channels and without using a low-delay implementa-
tion. Therefore, the seg. NR of the cascaded approaches might
vary from the initial tuning. To compare the performance of the
Wiener filter implemented in the different filter-bank settings,
we define test cases as summarized in Table I.
Fig. 9 shows the NR results of the different implementations

defined in Table I. When comparing the settings LowRes and
High Res, the figure shows the effect of proper frequency reso-
lution to remove the noise between the harmonics. At the same
seg. NR of 11 dB, the HighRes FBS achieves less speech distor-
tion (higher speech SNR) and better seg. SNR values. Further-
more, we can observe a slightly improved performance when
applying the second filter-bank stage up to 3 kHz in case of
2Stage. When shortening the synthesis window length
in case of the non-symmetric window functions, the seg. SNR
and Speech SNR are gradually decreased, while the seg. NR
is slightly increased. A similar effect, but however more dis-
tinctive, can be observed for the filter-bank equalizer. Here, the
shortening of the FIR filters has a stronger impact on the NR
performance, while the use of the IIR filter degrades the signal
quality even more in case of white Gaussian noise. For this

Fig. 9. The seg. SNR, seg. speech SNR and the seg. NR for female speech and
two different, stationary noise signals at a seg. input SNR of 0 dB. (a) Female
speech and white Gaussian noise at 0 dB seg. input SNR, (b) Female speech and
stationary, speech-shaped noise at 0 dB seg. input SNR.

reason, we do not consider this implementation in our evalu-
ation. The figure also shows the results for female speech and
speech-shaped, stationary noise. In this case, the results are very
similar to those observed for white Gaussian noise. However,
the NR algorithms achieve less SNR gain, due to the worse
SNR in lower frequency bands. We also observe that the dif-
ference between the HighRes and LowRes cases are more dis-
tinctive, since there is more noise between the harmonics of the
speech signal which can be removed when using a high fre-
quency resolution. Listening to the signals reveals that even if
the objective measures are in some cases worse than the refer-
ence single-stage FBS, each of the two-stage approaches bene-
fits of a higher frequency resolution. Therefore, the roughness
of the processed signals is reduced, however, depending on the
implementation of the second stage, the Wiener filter induces
speech distortions which affects the objective measures.
Fig. 10 shows the results when reducing the computational

complexity of the two-stage NR system by applying the copy
pattern shown in Fig. 7 to reduce the amount of computed NR
gains. We can observe that the exploitation of the inherent cor-
relation of the second filter-bank stage only slightly affects the
objective measures.

B. Subjective Evaluation
Since typical single-channel NR algorithms do not achieve

a gain in speech intelligibility [25], we performed a listening
test to evaluate signal quality improvements. We invited ex-
perienced, normally-hearing participants to the test. Since we
only consider the effects of noise reduction, we can assume
very similar results for hearing-impaired participants [26]. For
a subjective evaluation of the proposed two-stage filter-bank
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Fig. 10. The seg. SNR, seg. speech SNR and the seg. NR for female speech
and two different stationary noise signals at a seg. input SNR of 0 dB. In case
of the two-stage approaches, the Wiener gains were copied to reduce the com-
putational complexity following Fig. 7. (a) Female speech and white Gaussian
noise at 0 dB seg. input SNR, (b) Female speech and stationary, speech shaped
noise at 0 dB seg. input SNR.

TABLE II
FILTER-BANK SYSTEMS ANALYZED IN THE LISTENING TEST

system, we use the NR algorithm used in the previous sections
with minor modifications, and extended the filter-bank system
with a second stage. In order to perform a fair comparison,
each of the authors was involved in tuning the NR algorithm
for each filter-bank system to optimize the signal quality for
the subjective evaluation. The second filter-bank stage is im-
plemented using the non-symmetric window functions of [22].
In contrast to the implementation of the second stage based on
the filter-bank equalizer, this approach not only shows better ob-
jective measures, it is also easier to be implemented in hearing
aids. We compare two different settings of the second filter-
bank stage, resulting in a different frequency resolution, algo-
rithmic delay and computational complexity. Furthermore, we
also evaluate the influence of the complexity reduction within
this two-stage filter-bank system. The approaches compared in
the listening test are summarized in Table II. The test was per-
formed in a forced-choice paired comparison, i.e., for each noisy

Fig. 11. Box plots of the data, measured in the listening test for noise signals
at 0 dB (a) and dB seg. input SNR (b) The median values are indicated by
bold bars while outliers are denoted by ( ).

TABLE III
SUBJECTIVE EVALUATION RESULTS AND –VALUES, INDICATING STATISTICAL
SIGNIFICANT DIFFERENCES BETWEEN THE NR APPLIED IN THE FILTER-BANK

SYSTEMS ( IF , IF )

input signal, we asked the participants to rate the ease of lis-
tening in 6 paired comparisons. For each single comparison, the
participants had the possibility to rate one signal better or much
better than the other, resulting in a score of 1 or 2 points for the
respective FBS. For each full comparison, i.e., 6 single compar-
isons for each noisy input signal, we collected the score points
as the measured data. We performed the Kruskal-Wallis test as a
non-parametric analysis to evaluate statistical significance [27]
since the data was not normally distributed.
Table III and Fig. 11 show the results of the listening test, per-

formed at the Institute of Communication Acoustics, Bochum.
We provided a database with three speech (male, female, child)
and 4 noise signals (white Gaussian noise, stationary speech-
shaped noise, traffic noise and babble noise) mixed at seg. input
SNR values of and 0 dB. 20 normally-hearing participants
in the age of 25-35 took part in the experiments, 10 for each
SNR condition. The signals were played back via headphones
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in an acoustically and electromagnetically isolated chamber and
the participants were asked to set the loudness of the playback
to a convenient level. In the experiment, each participant was
asked to rate the ease of listening in 72 single paired compar-
isons ( noisy signals, single comparisons)
after a short learning phase. The results show that all FBSs
with higher frequency resolution than LowRes are rated better,
while the best performance is obtained by 2Stage16, due to the
highest frequency resolution. The comparison of 2Stage8 and
2Stage8_RC reveals that in case of 5 dB seg. input SNR, there
is no significant difference. In case of 0 dB seg. input SNR, the
approach with reduced computational complexity 2Stage8_RC
was even rated better than 2Stage8 with statistical significance.
Due to the copy processes in 2Stage8_RC, we reduce the vari-
ance within the spectral gains which results in a smoothing ef-
fect. In terms of objective gains, we already showed in [18] that
the Itakura-Saito distance also indicates an improved perfor-
mance which supports the results of our listening experiment.
Therefore, reducing the computational load of the two-stage
filter-bank system improves the performance, at least in mod-
erate SNR conditions. Nevertheless, it is difficult to hear distinct
differences between signals processed in the cascaded FBS with
and without copied NR gains.

VI. CONCLUSIONS AND OUTLOOK

We studied the implementation of a cascaded filter-bank
system to improve the frequency resolution of an already ex-
isting, and well-tuned signal analysis and resynthesis scheme.
We also evaluated different approaches to implement the
second filter-bank stage with reduced or even with almost no
algorithmic delay. Furthermore, we also analyzed means to
reduce the computational complexity of a two-stage noise-re-
duction system which is, when designed properly, even able to
improve the performance, supported by objective measures and
the results of a listening experiment. In future works, we hope
to further improve the noise reduction performance by adapting
the number of first-stage frequency channels to the signal in
terms of a voiced/unvoiced sound detection.
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