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We extend the GAN architecture in order to

control object locations and identities in 

generated images.
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INTRO

• one challenge with Generative Adversarial 

Nets is that it is hard to control the layout of 

the generated scenes

• a popular approach for increased control is 

to use scene layouts as additional input, 

however, this requires a lot of labeling

• our approach only needs a bounding box 

(thereby specifying location and shape) and 

a class label for each of the foreground 

objects we want to be in the image

METHODS

• we add an object pathway to the generator 

and the discriminator of a normal GAN

• the generator applies the object pathway 

iteratively at each bounding box location, 

conditioned by the label

• the discriminator’s object pathway checks 

each bounding box location iteratively and 

evaluates whether the specified object is

actually recognizable

RESULTS

• experiments show that the architecture 

does lead to increased control over the 

image generation process

• experiments on the Multi-MNIST and CLEVR

datasets show that the architecture can 

generalize to novel object characteristics and 

locations, as well as to different numbers of 

generated objects per scene

• experiments on the MS-COCO dataset show 

that the object pathway learns features for 

the individual foreground objects and can 

lead to an overall higher quality of the 

generated images (based on IS and FID)
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