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Abstract 

Current approaches in Digital .Humani-

ties tend to ignore a central aspect of any 

hermeneutic introspection: the intrinsic 

vagueness of analyzed texts. Especially 

when dealing with historical documents ne-

glecting vagueness has important implica-

tions on the interpretation of the results. In 

this paper we present current limitation of 

annotation approaches and describe a cur-

rent methodology for annotating vagueness 

for historical Romanian texts. 

1 Introduction 

Digital Humanities (henceforth „DH“) nowa-

days tend to use huge corpora („big data“) to 

achieve reliable results with computer-based tech-

nologies. However, behind all interpretations, such 

as reliability discussions, stands a hermeneutic ap-

proach, which is always qualitative in nature. Such 

research can be backed up by quantitative descrip-

tions of the material, which is basically the classical 

annotation method in DH. The scientific use  of an-

notations is usually a positive ascription of fea-

tures, such as „is reliable“ or „is not reliable“ and a 

statistics of the corresponding feature. This kind of 

approach ignores a fundamental aspect of the data, 

the vagueness of many assertions and thus the 

drawbacks of such crisp choice “is/is not”. 

In this article we describe recent on-going re-

search activities in which we investigate to which 

extent assertions found in historical texts original 

texts or in their translations are: 

 consistent within the same text and across 

the originals; 

 reliable with respect to author’s annotations 

or the annotations of further translators; 

 consistent and reliable across different lan-

guage versions. 

We propose to support the hermeneutic tradi-

tional approach through the following computer-

based methods:  

1. an annotation formalism which allows 

the mark-up of different types of 

vagueness and its source; 

2. a set of inference rules for the combi-

nation of such vague features to calcu-

late an overall result of their reliability; 

3.  a similarity measurement  of the in-

ferred results obtained for the same 

queries on different translations. 

2 Vaguenss theoretical an practical con-

siderations in DH-projects 

2.1 Theoretical approaches to vagueness in 

natural language. 

Since a long time vagueness is described in the-

ory (for German: Pinkal 1980) and processed in 

various conceptual and technical environments 

(Zadeh 1965). Data in humanities (history, arts, lit-

erature, music etc.) are subject to interpretation of 

the researcher and therefore their possible or real 

vagueness must be kept for final resolution.  

In historical texts - more than in modern texts - 

many vague expressions are standard for describ-

ing events, attitudes or even factual data (v.Hahn 

2015). Writing them into a standard data base 

would distort the entries, because its later pro-

cessing in inferences will treat them as true facts. 

Indefiniteness (Unbestimmtheit) is a central fea-

ture of natural language. Any type of text (even the 

very specialised ones (v. Hahn, 1983)) includes in-

definite expressions. According to Pinkal (Pinkal 
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1980), (Pinkal 1985) one can evaluate the degree 

of indefiniteness (“Unbestimmtheit”) in an expres-

sion according to three criteria 

4. Semantic vagueness 

5. Unclearness of the illocutive role 

6. 3 the communicative expression can be 

unclear, when from the point of view of 

the situation and the recipient it is too 

less informative 

An expression is indefinite when only by means 

of imposing other conditions one can assign to it 

the value “true” or “false”. Such conditions can 

have a semantic or pragmatic nature. We will refer 

here strictly at the semantic nature. According to 

Pinkal, the semantic indefiniteness can be either 

vague or ambiguous. Vagueness has several 

sources: either porosity of language or imprecision 

at expression’s borders, inexactity, one or multidi-

mensional relativeness. Ambiguity is due to several 

natural language features like: Homonymy, poly-

semy, syntactical ambiguity, multiple referential 

meaning, and dual metaphorical meaning 

Vagueness is related more to the conceptual 

backbone of the language, while ambiguity relates 

to words and terms. Vagueness can be preserves 

across languages, while ambiguity can be present 

in just one language.  

Computer linguistics concentrates often more on 

ambiguity, by means of resources like Wordnet1. 

Vagueness detection is in strict correlation with 

conceptual modelling of the text. In the current pro-

posal we will investigate to which extent vagueness 

influence the hermeneutic interpretation of histori-

cal sources. However  translation can be often of 

source of transforming ambiguous expression in 

source language in vague expressions in the target 

language, especially if the knowledge base is  re-

duced and the source and the target language be-

long to different language families. 

2.2 Computer-based approaches for histori-

cal document analysis 

Processing multilingual (historical) texts beyond 

digital reproduction of paper versions, implies sev-

eral obligatory steps: 

                                                      
1 https://wordnet.princeton.edu/ 

2 http://www.cidoc-crm.org/official_re-

lease_cidoc.html 

3 http://www.thomasinstitut.uni-ko-

eln.de/11610.html?&L=0 

Definition and formal representation of concepts 

which are relevant for the document(s); 

Annotation of these concepts within the docu-

ments also by means of automatic processes imply-

ing text minning and natural language processing 

(named entity recognition, lemmatization, PoS tag-

ging and parsing); 

definition an implementation of a reasoner to be 

applied on the annotations; 

choice of a query language compatible with the 

reasoner, i.e. the query language should be power-

ful enough so that it can exploit the entire inference 

mechanism of the parser. 

There are few projects in digital humanities 

which employ semantic representation of the data. 

One of the most prominent example is the CIDOC-

CRM Ontology2 a conceptual reference model for 

representing cultural heritage objects. Unfortu-

nately the ontology is used mainly for encoding 

meta-data about the objects, but less for deep anno-

tation of the content. 

Another project using semantic relation between 

objects is Averroes3, in which a corpus of all edi-

tions and translations of the philosopher Averroes 

are not only reproduced, but aligned by means of 

RDF-formalism. 

The project „Inschriften im Bezugssystem des 

Raumes“4 uses also RDF as formalism to represent 

different topologies of epigraphs and their inter-

connections. 

We should mention also that currently, the PER-

SEUS5 project containing the biggest collection of 

digitizes classical texts, is starting to release the 

data as LOD (Linked Open Data)6 (Bridget et. al. 

2014). 

The projects mentioned above reached a certain 

degree of completion, and obviously there are 

some recent activities started. However, they rep-

resent a very small percent from the huge number 

of current digital humanities projects focused 

mainly on digitization and meta-data cataloguing. 

Even the above mentioned projects do not con-

sider a central aspect of humanities and in particu-

lar historical data: representation of vagueness. 

Meanwhile there are strong theoretical develop-

ments: 

4 http://www.digitale-akademie.de/projekte/in-

schriften-im-bezugssystem-des-raumes-ibr.html 

5 http://www.perseus.tufts.edu/hopper/ 

6 http://linkeddata.org/ 
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 inclusion of a module on certainty and preci-

sion in TEI; 

 development of an ontology language in-

cluding vagueness and 

 corresponding implementations of reasoners 

and query languages. 

However, to our knowledge, at least at the cur-

rent moment they are not exploited by any project 

in digital humanities, although this is the only way 

to fully support humanists with new interpretations 

and analysis of their texts.  

Manfred Thaller discusses already in (Thaller 

1984) how relevant for historical research are the 

quantitative approaches, and insists for more com-

puter-based formalisms which allows investiga-

tions lead by questions like “why fact X happened” 

(qualitative research) and not “how often fact X 

happened?” (quantitative research).  

In (Thaller 2007) it is stated very clear that dig-

itized texts as they are now realised are: not-ambig-

uous, context free and contain just the information 

embedded in the code, whilst historical texts are se-

quence of symbols, each carrying a meaning, 

which co-exist in a multidimensional space. These 

spaces are independent one of the other which 

makes possible to attach to each of them a metric. 

These two works are seminal but with exception 

of them, digitization of data remains just a way of 

raw preservation: documents which can be read 

online. Search is related to words or in best case to 

words clusters, called wrongly concepts. This 

makes the computer just a static support for reading 

or in best case flat search, but does not imply it dy-

namical in the hermeneutic research. Progress in 

Computer science in the last years allows a change 

of paradigm. 

2.3 Vagueness and Mark-up annotations 

TEI7 is currently the main standard used for en-

coding historical texts. The P5-Guidelines follow 

the XML-mark-up formalism and thus: 

do not allow concurrent mark-up and 

enable connections between annotated segments 

through Xlink-like pointers and unique identifiers. 

TEI has a modular architecture: there is a core 

module with elements which can be used in all 

texts (most dealing with basic text structuring and 

formatting), as well as more than 20 modules cov-

ering almost all fields of textual humanities. The 
                                                      
7 http://www.tei-c.org/Guidelines/P5/ 

price paid for this broad coverage is an increased 

complexity in data representation, which triggers 

also difficulties in the parsing process. 

Automatic Text processing tools cannot interpret 

TEI-Tags, thus these are filtered out, together with 

useful information contained by their semantics 

(Piotrowski 2012, pag.66). 

TEI offers three possibilities for encoding 

vagueness: 

1. the <note> element: the user can write 

unstructured text, mentioning the de-

gree and scope of the vague aspect 

identified); 

2. the <certainty> element: this offers the 

possibility to structure the information 

about vagueness. The <certainty> ele-

ment can refer to the name of the anno-

tation tag considered uncertain (e.g. a 

person or a place name), the position in 

text where the annotation tag starts, or 

a value of an attribute contained in the 

annotation tag). Through the attribute 

@degree it is possible to refine the 

level of certainty. The <certainty> ele-

ment can refer to one or more annota-

tion elements through XPath expres-

sions; 

3. The <precision> element, which can be 

applied for any numerical value (a date, 

or a measure). It indicates the numeri-

cal accuracy associated to some aspects 

of a text mark-up. If a standard value is 

precise and known, one can express it 

with the element <precision> and the 

attribute @stdDev, which represents its 

standard deviation.  

Additional TEI offers the possibility to indicate 

the responsible for the whole content or partial an-

notators. In this way one can specify if the vague-

ness is due to the author, the quoted source or the 

editor.  

TEI-P5 specifications mention that. “The cer-

tainty element allows for indications to be struc-

tures with at least as much detail and clarity as ap-

pears to be currently required in most ongoing text 

projects” As mentioned before, TEI is mainly used 

for encoding text as near as possible to the original 

and display it. Rarely deep queries are performed 

on the annotation, also because it is practically im-

possible to have a general parser, which allows 
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complex queries. TEI parsers are usually dedicated, 

e.g. deal with the core module and a certain do-

main. 

There are several drawbacks of the TEI ap-

proach for annotating vagueness: 

1. Overlapping annotations concerning 

vagueness are possible only as stand-

off annotation. However stand-off an-

notation in TEI is extremely compli-

cated. 

2. There are different levels of vagueness 

introduced by the author by the referred 

source, dating etc. Not all these sources 

of vagueness can be specified with the 

<respons> tag which can be attached 

just to individuals. 

3. <precision> can be specified just for 

numerical values. An expression “some 

kilometres south from the city” intro-

duce a non-numerical vague coordi-

nate. When we speak about historical 

documents, sometimes even geo-loca-

tion of the place is not possible.  

4. There is no reasoner which can be ap-

plied to the TEI annotation. 

 

2.4 2.4. Vagueness in Ontological modelling 

A semantic model for historical data should im-

ply a mapping to at least a domain ontology. OWL8 

(Web Ontology language) is the current standard 

used for expressing ontological knowledge. One 

can specify classes, subclasses, properties and sub-

properties, roles and can relate all these together 

through logical statements from Description Logic. 

OWL assertions are specified following the RDF-

triple formalism (Subject-Predicate-Object). The 

OWL was used intensively in the first generation 

applications of Semantic Web. However, it became 

obvious that it is a common requirement in real 

world applications that the system is able to deal 

with imprecise /vague knowledge, which cannot be 

modelled with OWL (Bobillo et al 2012).  

In order to simulate vague knowledge, methods 

as Reification9 or Named Graphs10 were used. 

However they have two drawbacks: 

                                                      
8 https://www.w3.org/2001/sw/wiki/OWL 

9 https://www.w3.org/DesignIssues/Reify.html 

10 https://www.w3.org/2004/03/trix/ 

 Increase (sometimes dramatically) the num-

ber of RDF-triple 

 At the end, they rely again on crisp descrip-

tion logic. 

The new OWL 2 standard offers the possibility 

of designing fuzzy Ontologies and realize infer-

ences with fuzzy logic. The principle is to use an 

OWL 2 ontology, extending its elements with an-

notation properties representing the features of the 

fuzzy ontology that OWL 2 cannot directly encode 

(Bobillo and Straccia 2010). With this formalism 

one can define vague expressions as fuzzy modifi-

ers and apply them to data-types and concepts. In 

OWL 2 Concepts can receive also weights. 

For example to define the concept (0.8 A + 0.2 

B): one creates the atomic “Sum08Aplus02B” and 

annotate it:  
Class ( Sum08Aplus02B Annotation  

        ( fuzzyLabel  

                < fuzzyOwl2 

fuzzyType =" concept " >  

                < Concept type =" 

weightedSum " >  

                < Concept type =" 

weighted " value ="0.8" base =" A " / 

> 

                 < Concept type =" 

weighted " value ="0.2" base =" B " / 

>  

 )) 

For the creation of a fuzzy ontology a Protégé11 

API the Fuzzy Ontology Editor12 is freely availa-

ble. The plug-in is generic and not specific to any 

reasoner. In the next section, we show how this can 

be pipelined with a reasoner. 

2.5 Vagueness and reasoning 

Most used reasoner for fuzzy ontologies is the 

DELOREAN reasoner (Bobillo et al. 2013). The 

reasoning algorithms within this system, are based 

on the computation of a crisp ontology that pre-

serves the semantics of the original fuzzy ontology 

and therefore reasoning with the former is equiva-

lent with the latter. The developers of the DE-

LOREAN reasoner applied successfully the same 

principle for Zadeh as well as Gödel fuzzy descrip-

tion logic. 

11 http://protege.stanford.edu/ 
12 http://www.umbertostraccia.it/cs/soft-

ware/FuzzyOWL/ 
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The equivalent crisp ontology is larger than the 

fuzzy one, as additional axioms have to be added 

in order to keep the semantics. 

The DELOREAN reasoner can be used as a 

standard application or through the provided API 

integrated in a larger system. 

An important contribution to mathematical 

modelling of vague data is given in (Schlarb 2008). 

The definition of certain operators still has to be 

compared with the formalism offered by fuzzy 

OWL. 

2.6 Automatic processing of historical texts 

Language technology (LT) reached a certain ma-

turity during last years. Industrial applications use 

now LT component for modern languages, like 

lemmatisers, PoS Tagging, Named entity Recog-

nizers (Vertan and v Hahn 2012). The picture is dif-

ferent when referring to historical languages. 

Moreover, for one modern language, there are sev-

eral historical variants and the borders between 

them are not really clear. Additionally, languages 

became standardized in the late XVIIth-XIXth cen-

tury, so there are not clear rules to be encoded. A 

big problem is also the orthography which was not 

completely standardized, so many variants may oc-

cur for the same word. Without any pre-processing 

step, no modern language processing tool can be 

applied to historical variants. 

Minimal transformations imply orthographic 

normalization and in some cases syntactic transla-

tion rules (Piotrowski 2012). Less attention is paid 

to semantics and the conceptual space (thus im-

plicit knowledge) which changed during the years 

(Vertan 2010) (Vertan and v. Hahn 2014a). 

Many historical documents present a document 

multilinguality: there are words or paragraphs at 

least in Latin or classical Greek. These paragraphs 

have to be identified and isolated prior to any other 

processing.  

. 

3 Rationale of the corpus  

Dimitrie Cantemir (1673-1623) was prince of 

Moldavia (historical region including regions from 

current eastern part of Romania, Republic of Mol-

davia and some parts from Ukraine), man of letters-

philosopher, historian, musicologist, linguist, eth-

nographer and geographer. He received education 

in classical studies (Greek and Latin in his country 

of origin), then he lived for several years in Istanbul 

where he learned Turkish, and familiarized himself 

with the cultural traditions of the ottomans, meet 

important persons around the sultan and learned a 

lot about history of the Empire. After a very short 

period of being prince of Moldavia he was forced 

to immigrate to Russia, where he became an im-

portant person at the court of Tsar Peter the Great. 

During this period, his works gained attention in 

the Western countries. He became member of the 

Royal Academy in Berlin and, at their request, he 

produced the two books which are the subject of 

this proposal: 

Descriptio antiqui et hodierni status Moldaviae, 

written in Latin, a history of his country in which 

he describes not only pure historical facts but also 

traditions, the language, the political and admin-

istration system. Local denominations and tro-

ponins, as well as names are written in Romanian 

with Latin script as his intention is to demonstrate 

the Latin origin of his folk. The transcriptions are 

not standardized and one retrieves for the same tro-

ponin several name variations. Quotations as 

known today are very rare, there is no bibliography. 

According to (Lemny 2010), as there was practi-

cally no consistent previous work about the region, 

Cantemir himself was not particularly careful with 

indicating sources of knowledge. The work is ac-

companied by a map, the first detailed cartography 

of the region. The names on the map are in Roma-

nian language.  The Latin original was translated 

for the first time in German, and only later at the 

middle of the XIXth century in Romanian. The 

Latin manuscript seemed to be lost for a long time, 

so that the first Romanian translation was follow-

ing the German one. The German translation is 

containing editorial notes of the translator. 

Historia incrementorum atque decrementorum 

Aulae Othomanicae, the history of the Ottoman 

Empire. In contrast with the previous work about 

Moldavia, here Cantemir indicates very carefully 

the sources of information. (Lemny 2010) supposes 

the existence of previous works, known in the 

western countries, behind this decision. This work 

was written also at the request of the Academy in 

Berlin. Cantemir follows the same principle: text in 

Latin, while the troponins and local denominations 

are written this time in Ottoman Turkish. Although 

there were already some previous works about the 

Ottoman Empire, the novelty of his approach is the 

quotation of Turkish sources. The reliability of 

these sources is untrusted sometimes by Cantemir 

himself. The manuscript reaches the western world 
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after Cantemir’s death, carried by his son to Lon-

don. Here, a first translation in English is produced: 

The history of Raise and Decay of the Ottoman 

Empire. The translator reinterprets the texts, prob-

ably also being confused by the presence of Turk-

ish information sources, which were perceived in 

that time as completely unreliable. The Latin orig-

inal remains lost for centuries and is rediscovered 

only at the end of the XXth century in the USA. 

Thus, the German translation is based on the Eng-

lish one and inherits the same alterations, and pre-

sumably adds new ones. The Romanian transla-

tions use in contrast the Latin original. The last 

translation (Costa 2015a) will be used in this pro-

posal. 

Until now there is no systematic study on the re-

liability of the text sources in Cantemir’s works, 

nor the degree of alterations produced by the trans-

lations of the two works. 

Given the fact that both works became standard 

reference for western authors until the middle of 

XIXth century, it is expected that their reception in-

fluenced also following historical material. There 

is no reprint / new edition of his works in German 

or English. There are however, several reprints of 

the Romanian versions. Recent Romanian transla-

tions of Decriptio Moldaviae are done after the 

original Latin manuscript. 

A lot of works were dedicated to the personality 

of Dimitrie Cantemir and its perception in different 

parts of Europe. A study of the reliability and con-

sistency of the historical facts as they are described 

in originals and their translations is practically im-

possible to be done only with traditional hermeneu-

tic methods. One needs expertise in the same time 

in Latin, German, English, Romanian, Turkish, just 

to enumerate the main languages used in the two 

books, which additionally sum up to a volume of 

about 1000 pages. Both German editions are 

printed in “Fraktur” script, which is nowadays very 

difficult to be read. A recent digitalization done by 

the BBAW for the History of the Ottoman Em-

pire13, makes the text more accessible. The digital 

version is freely available in TEi-P5 format. How-

ever, the TEI-P5 concentrates only on a diplomatic 

transcription and a flat linguistic annotation 

(lemma and part of speech) and does not touch any 

aspects of vagueness or reliability of sources. 

Cantemir’s texts are a real challenge with re-

spect to multilinguality: in Descriptio Moldaviae,  

                                                      
13http://www.deutschestextar-

chiv.de/book/show/cantemir_geschichte_1745 

 

4 Workflow for annotation of vagueness 

For the particular corpus presented in section 3 

we decided to represent vagueness and other types 

of uncertainty at least five levels 

1. the text uncertainty (uncertain read-

ings, losses, translations,  multilingual-

ity, etc.), 

2. the linguistic vagueness (metonymies, 

vague adjectives, comparatives, non-

intersectives, hedges, homonyms,), 

3. the author reliability (genres, time 

style, general recognition), 

4. the factual uncertainty (range expres-

sions, time expressions, geo relations), 

and  

5. historical change (named entities, ab-

breviations, meaning changes). 

 

In a first phase we collect for each of the pro-

cessed languages (German, Romanian and Latin) 

explicit lexical vagueness markers like words or 

expressions such as: 

 Vague quanitfiers, e.g.: some, most of, a few, 

about, etc.  

 Modal adverbs, e.g.: probably, possibly, etc. 

 Verbs e.g.: to believe, think, prefer, etc. 

 Lexical quotation markers , e.g. introduced 

by quotation marks or verbs with explicit 

meaning (say, write, mention) 

 Inexact measures and cardinals 

 Complex quantifiers 

 Non-intersective adjectives   

 Implicit syntactic clues: mainly verb moods 

such as conditional-optative for Romanian, 

conjunctive mood or imperfect/pluperfect 

for Latin, all of them indicating a non-reality 

(doubt, hear-say, possibility, etc.) 
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To annotate vague expressions like the ones 

above, the first step is to (semi-automatically) iden-

tify them. Identifying the three distinct categories 

of expressions that induce vagueness (explicit-lex-

ical, implicit-syntactic and pragmatic) requires dif-

ferent strategies. 

To automatically identify (mark up in text) the 

explicit lexical-semantic clues, our strategy is the 

following: one manually create a list of words and 

expressions that are possible indicators of vague-

ness for the three languages (Latin, Romanian and 

German), from selected parts of texts. After the pre-

processing step (chunking, lemmatizing, PoS tag-

ging, NP-chunking), based on the previously cre-

ated list, one automatically finds and marks all the 

(inflected forms of) explicit vagueness terms. Fi-

nally, one manually checks the marking for a short 

part of text for evaluation, followed by feedback 

and slight improvement.  

The automatic identification of syntactic clues is 

a much more difficult/complex task. There is an in-

herent ambiguity in the text between vagueness and 

plain quotation (often intentionally created by the 

author) that is difficult to decide upon even for a 

human annotator, and thus impossible for the ma-

chine. A possible strategy to be investigated is: to 

use machine learning techniques (may be the 

power of deep learning) on a training set of positive 

examples obtained from explicit clues and negative 

examples of certain text. 

A clear indicator of vagueness are also named 

entities like persons and places, especially when 

they differ in transliteration, spelling within the text 

or across  similar historical sources. Thus the anno-

tation of named entitiees is of central role. 

However the unclear person, time, place identi-

fication is even more difficult to automatize or at 

least assist by computer techniques, being more of 

a matter of hermeneutical research for humanists 

and historians. 

 

5 Conclusions and further work 

Annotation and interpretation of vagueness is a 

central issue in digital processing of historical 

texts. However this issue was completely neglected 

until now, and has as consequence often distorted 

interpretation of digitized historical texts.  In this 

article we presented the current state of the art on 

vagueness annotation and introduce the first ap-

proached for considering vague expressions as part 

of the annotation process. Further work concerns 

the automatic annotation of such expressions, the 

construction of the ontology and the implementa-

tion of the interpretation layer. 
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