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Abstract—In the field of Human-Robot Interaction (HRI), 
a key challenge lies in enabling humans to comprehend the 
decisions and behaviours of robots. One promising approach 
involves leveraging Theory of Mind (ToM) frameworks, wherein 
a robot estimates the mental model that a user holds about 
its functioning and compares this with the representation of 
its internal mental model. This comparison allows the robot 
to identify potential mismatches and generate communicative 
actions to bridge such gaps. Effective communication requires 
the robot to maintain unique mental models for each user 
and personalise explanations based on past interactions. To 
address this, we propose an architecture grounded in Large 
Language Models (LLMs) that operationalises this theoretical 
framework. We demonstrate the feasibility of this approach 
through qualitative examples, showcasing responses provided by 
a robot patrolling a geriatric hospital. 

Index Terms—XHRI, explainability, personalisation, LLM 

I. INTRODUCTION 

In the domain of Human-Robot Interaction (HRI), explain-
ability is frequently regarded as a crucial mechanism for 
enhancing human understanding of robotic behaviours and 
decision-making processes [1], [2]. 

From the perspective of Theory of Mind (ToM), eXplainable 
HRI (XHRI) has been conceptualised as a model reconciliation 
problem [3], [4], [5]. Within these theoretical frameworks, 
a human is assumed to possess a mental model of the 
robot, expressed as Mhuman(Mrobot). Similarly, the robot’s 
state-of-mind model, represented as Mrobot, encompasses an 
estimate of the human’s mental model of the robot, cap-
tured as Mrobot(Mhuman(Mrobot)). In this context, the objective 
of explainability is to minimise the discrepancy between 
the robot’s mental model, Mrobot, and the robot’s estimate 
of the human’s perception of the robot’s mental model, 
Mrobot(Mhuman(Mrobot)), as depicted in Figure 1. 

Because robots should estimate separate models for each 
human, personalisation becomes crucial [6], [7]. However, 
the review conducted by [8] highlights that few studies have 
addressed the issue of personalisation in XHRI. In response to 
this gap, we propose a novel methodology for delivering per-
sonalised explanations in HRI, which leverages the capabilities 
of Large Language Models (LLMs). 

Figure 1. Explanations as reconciliation between the robot internal model 
and the estimate of the human model about the robot. 

II. RELATED WORK 

This section is organised as follows: first, we review the 
concept of personalisation within the field of robotics. Next, 
we examine personalised, LLM-based chatbots in non-robotic 
domains. Subsequently, we explore approaches to personalised 
explainability in non-robotic systems. Finally, we review the 
application of LLM-based explanations in robotics, highlight-
ing the absence of personalisation in these implementations. 

a) Personalised robots: In HRI, the modelling of users 
and personalisation have been widely treated [9], but mostly 
as a way to adapt the decision-making and behaviours, either 
with rather classical approaches [10], [11] or recently with 
LLMs [12], [13], [14]. However, personalisation in HRI has 
not been studied from the perspective of adapting dialogues 
to explain the reasons behind those decisions and behaviours. 

b) Personalised LLM conversations: LLMs are a promis-
ing tool for personalising conversations. Approaches exploit-
ing user context through prompting mechanisms have been 
proposed in [12], [15]. To address the limitation of man-
aging extensive historical conversations, alternative strategies 
retrieve relevant excerpts from prior conversations [16], [17]. 
Another widely adopted method involves fine-tuning Large 
Language Models (LLMs) based on past interactions [18], 
[19], [20] or constructing user-specific embeddings [21]. Addi-
tionally, external memory systems have been explored, includ-
ing dictionary-based approaches [22] and human-supervised 
frameworks [23]. 
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Figure 2. Complete architecture for processing the user’s question to provide an answer using the combination of Large Language Models. 

c) Personalised explainability: In [24] explanations are 
personalised to clustered types of users. Other works do not 
personalise to user types, but to specific individuals [25], [26],
according to user preferences [27], or combining preferences
with other metrics, such as performance [28]. However, in
these works there is no interaction with robots, so they do
not address challenges that are specific only to XHRI: (1) The
Mrobot is especially complex due to the extended capabilities
coming from the embodiment; (2) The robot’s anthropomor-
phism involves that the Mhuman(Mrobot) often starts from
wrong and high expectations; (3) The robot’s sensors allow
a more accurate Mrobot(Mhuman(Mrobot)) that goes beyond
the knowledge acquired from conversations only, expanding
on situated information such as humans’ positions, gestures or
expressions; and (4) The robots’ multi-modal communicative
capabilities can extend conversations with gestures, displayed
information or actions. 

d) LLM-based explanations for robots: In [29], prompts
are enhanced by integrating the robot’s behaviour trees. Some
other studies employ retrieval techniques that leverage the
robot’s logs [30] to address the limitations imposed by ex-
cessively long contexts. This approach is further refined in
[31] through the incorporation of a Visual Language Model
(VLM). Additionally, other works propose the generation of
episodic memories based on the automatic detection of key
events, capturing both the robot’s internal states and relevant
world information [32], [33]. 

Motivated by the literature on LLM-based explanations for
robots, this work will include the personalisation component
inspired by the other subsections above. 

III. LLM-BASED FRAMEWORK 

The architecture developed in this work aims to enhance in-
 terpretability by using structured knowledge, with the purpose 
 of explaining decision-making and actions. Given that LLMs 
 inherently lack the capability to maintain persistent world 
 models [34], our approach incorporates multiple specialised 
 models, as illustrated in Figure 2. By providing such models 
 with the internal state of the robot, the environment and the 

user data, one can obtain a representation of Mrobot and 
 Mrobot(Mhuman(Mrobot). The system eventually answers the 
 user by reconciling both representations. The model used is 
 gpt-4o-mini from OpenAI. 
 
 A. Mrobot representation 
 The robot’s representation of itself combines two types of 
 information: a summary of past actions and a set of predefined 

behaviour rules classified by different topics or situations. Two 
 LLMs retrieve this data. 
 1) Past actions summary: The robot activity logs are stored 
 in a database, with each log entry timestamped to record the 

precise time of each action. Under the assumption that users 
 will ask about the very recent past, the logs from a 5-minute 
 time window are selected and summarised by an LLM for 
 every new user input. While the logs are comprehensive, not all 
 information is useful nor relevant. Therefore, only high-level 
 logs related to the robot’s state, failures and user interactions 

are used as input for the LLM. Specific instructions are given 
 to include certain actions in the summary, if present in the 
 logs. This ensures the output focuses on relevant actions for 

the user, while ignoring less insightful data. 

Late-Breaking Report HRI 2025, March 4-6, 2025, Melbourne, Australia

1305



2) Topic finder: Conversations between the user and the 
robot assistant can cover a variety of topics. To provide more 
relevant and accurate responses, it is crucial to first identify 
the specific topic the user is addressing. This topic is identified 
using an LLM, which processes the summary of events from 
the preceding 5 minutes along with the user question. It is 
important to remark that multiple topics may be associated 
with both the conversation logs and the query, allowing for 
more nuanced understanding and response generation. 

3) Relevant system data: The robot is programmed with 
specific behaviour guidelines for each situation it encounters. 
These protocols are encoded in natural language by the system 
developers, classified by conversation topics, and stored in a 
database. Once the LLM identifies the topic(s) of conversation, 
the corresponding predefined behaviour rules are retrieved. 

B. Mrobot(Mhuman(Mrobot) representation 

The robot’s understanding of how it is perceived by the user 
is modelled using an LLM, which profiles the user based on 
their past interactions. 

1) User data: All interactions between the user and the 
robot, specifically questions and answers, are stored in a 
database along with their corresponding timestamps. In ad-
dition to the dialogue, the summaries of log entries from the 
5-minute window prior to every interaction are also retained. 

Furthermore, task-based interactions, such as user engage-
ment with robot graphical interfaces, are recorded and times-
tamped, as these are also pertinent for user profiling. 

2) User profiling: An LLM processes all the data of the 
user, taking the current date as a temporal reference and the 
relevant topics for the ongoing conversation. The model then 
generates a concise summary of the user knowledge level, 
noting any potential gaps—such as a period of inactivity 
lasting at least two weeks—that may affect the depth and 
clarity of the responses. 

C. LLM explainer 

To answer the user questions, the system combines static 
knowledge, which contains the behaviour rules according to 
the topic(s) of the conversation, and dynamic knowledge, a 
summary of the logs from the last 5 minutes, along with 
guidelines for clear responses. To enable personalisation, the 
user profile is also included, which reflects the knowledge level 
of the user and the time elapsed since its last engagement. 

IV. USE CASE INSTANCES 

We evaluate our approach using a robot that autonomously 
patrols the geriatric unit of a hospital, as shown in Figure 3. 
The robot’s primary task is to monitor the patients’ rooms 
and alert the nursing staff via a mobile app in the event of 
potentially hazardous situations. The available alerts include 
instances where a person has fallen on the floor, a vulnerable 
individual is standing alone in a room, or a door is closed 
when it should remain open. Additionally, the robot can trigger 
alarms in case of system failures, such as being blocked. The 
nursing staff can schedule patrols for specific subsets of patient 
rooms within desired timeframes. 

Figure 3. Use case of a robot patrolling a hospital. 

During two months, we recorded the high-level logs of 
the robot, which included information on schedule changes, 
behaviour state transitions, and alarm triggers along with their 
corresponding reasons. Interactions through the mobile app 
from nursing staff were also logged, with each staff member 
using a unique account, enabling us to track who responded 
to each alarm. 

We utilise these logs to simulate interactions where different 
users pose specific explainability questions at designated time 
points throughout the two months. Those questions are related 
to alarms that the robot has triggered or missed. The logs are 
fast-forwarded to these time points, assuming that users always 
inquire about events that have just occurred. In the subsections 
below, we present the generated personalised explanations for 
3 different user types. 

A. Non-active user 

We first simulate that a user who has not yet been actively 
interacting or conversing with the system asks a question 
about a missed “standing patient” alarm. The user’s summary 
correctly detects that the user has a lack of knowledge about 
the topic, and therefore the user receives a detailed answer 
that explains extensively the reasons behind not triggering 
the alarm. Figure 4 shows the user summary and response 
generated by the LLM framework. 

Figure 4. User summary and response for a non-active user. 
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B. Active user 

For an active user, we first simulate that the user makes a 
question related to the “closed door” alarm, and then we fast-
forward the logs to one week later and simulate that the same 
user, who has interacted with the robot during the week, asks 
the same question. In Figure 5, we present the response of the 
system for the second time the question is asked. The user 
summary accurately detects that the user is very engaged with 
the system, thus providing a concise answer. 

Figure 5. User summary and response for an active user. 

C. Active user with time gap 

Figure 6 includes the user summary and responses for a 
user that had been active with the “robot blocked” alarm, 
addressing it 4 times and asking the system about that topic, 
but who has not interacted at all with the robot for more than 
one month due to a holiday period. The user summary not 
only acknowledges the past activity but also detects the time 
elapsed, thus providing a detailed answer referencing earlier 
discussions on the topic. 

Figure 6. User summary and response for an active user with a time gap. 

V. FUTURE WORK 

In a future user study, we will compare ablations of 
the representaition, updating and retrieval of Mrobot and 
Mrobot(Mhuman(Mrobot), while integrating multi-modal in-
puts. We also foresee exploring Retrieval Augmented Gen-
eration (RAG), which would allow the 5-minute window’s 
suppression. Moreover, we have used a dataset to run a sim-
ulation, so future work should ensure real-time requirements 
by parallelising some steps and comparing LLM models from 
different providers. The current pipeline takes 4 to 5 seconds 
between a question and an answer. Below we detail further 
directions that add new features. 

A. Reinforcement learning from human feedback 

Since our goal is to provide users with better explanations 
about the robot, it is essential to gather user feedback with 
respect to such explanations. One potential approach to achieve 
a deeper personalisation is to fine-tune LLMs using reinforce-
ment learning from human feedback. 

B. Uncertainty awareness 

In future research, we would like to explore how to incor-
porate in Mrobot and Mrobot(Mhuman(Mrobot) an estimate of 
the uncertainty in the models and instigate the LLM to respond 
accordingly. This way answers such as: “I am not sure if you 
already know this, but [...]” could let the user know that the 
system is not completely confident. 

C. Explanations to heterogenous and changing groups 

We would like to address the challenge of explanations to 
changing groups of people. Suppose the robot first explains 
something to Bob, and then Alice comes and the robot explains 
something else to Alice, while Bob is still there. In those cases, 
the robot should extend Mrobot(Mhuman(Mrobot) of a given 
listener with information exposed to other users. 

VI. CONCLUSION 

In this work, we introduced an architecture based on LLMs 
that delivers personalised explanations regarding the robot’s 
decisions and behaviours. By utilising summaries from pre-
vious conversations and other interactions with the robot, the 
system provides tailored explanations. The user summary is 
integrated with a summary of the robot’s high-level logs and 
relevant system data about the specific topic. We implemented 
our framework in the context of a robot patrolling a geriatric 
hospital and discussed potential directions for future research. 
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